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1. Introduction

Thereisasolid foundation upon which to arguethat thelabour market isthe most important
market of modern economies (see, for example, Elliott 1991). Thereason for thisarises
from thewell-known fact that, by awide margin, most individualsderivetheir current
incomeflow from sdlling their labour services. Thisappliesto the Finnish labour markets,
which have gained growinginterest during the 1990s.! The prominent reason for theinterest
has been the empirical feature that the unemployment rate soared during the so-called
great slump of the early 1990s.2 Since then, according to anumber of commentators on
public affairs, unemployment has been the most important economic and social problem
in Finland. In thisrespect, the situation is nowadays much the same across the whol e of
the European labour markets.® As a consequence of this development of the 1990s, the
issues associated with the Finnish labour markets constitute atopical research theme.

Despite the apparent importance of labour markets, there is rather limited empirical
knowledge of anumber of particularitiesthat characterize the Finnish labour markets.
Oswald (2000) strongly arguesthat the search for reliable empirical patternsin economic
data should constitute the core of economic research. These notions constitute the broad
starting pointsof thefollowing essays.

Thiscollection of empirical investigations consists of five essays. These essaysaimto
provide evidence oninteresting empirical patterns of the Finnish labour marketsbased on
variousdatasets. Theessaysfall into three categories. Thefirst two essaysinvestigatethe
selected aspects of working hoursin Finland. These essaysinvestigate the determination
of average working time from the long-term perspective and overtime at the individual
level in Finnish manufacturing. Thefollowing two essays concentrate on the dynamics of
regional labour marketsin Finland. These essaysfocus on grossjob and worker flows of
the Finnish regions and address the connecti on between unemployment and reorgani zation
from theregional perspective. Thelast essay inthiscollection dealswith theissue of the
perception of job instability among workersin Europe by using survey data. The essay
aimsto provide acontribution to the ongoing discussion about the fundamental aspects of
the European |labour markets. The perception of job instability isrelated to working hours
and labour market flows. The perception of job instability (i.e. thefear of nullification of
hours of work entirely) constitutes an antithesisto overtime. Moreover, an investigation
into the perception of job instability induced by involuntary worker flows compl etesthe
picture painted by the studies that focus on gross flows of jobs and workers from a
broader perspective.



1.1. The Finnish labour markets during the 1990s

Finlandis, without dispute, one of the Nordic welfare stateswith high labour taxes, extensive
social benefits and one of the highest rates of trade union membership and coverage of
callectivewage agreementsin the OECD. Minimum nomina increasesin wagesand reductions
inaverageworking timeare, for themost part, determined within theframework of collective
bargaining (Layard and Nickell 1999).4 Finland providesan example, par excellence, of a
corporatist political and economic system.® The Finnish labour market policy istherefore
theresult of aclose and long-terminterplay between social partnersand the government.
About 80% of the salaried labour forcein Finland belongsto unions. The high unionisation
rateispartly explained by thefact that membership feesare tax deductible and thefeesare
mainly collected by employersand by theinvolvement of the unionsin the administration of
unemployment insurance benefits.® The structure of Finnish wagebargaining usudly involves
ahigh degree of coordination between unionsand employers, with aframework agreement
being determined centrally on aone- or two-year basis, followed by union-level bargains.

As a consequence of collective wage agreements, the distribution of wages across
individuals tends to be compressed in Finland.” This apparent narrowness of certain
distributions of economic variablesfailsto extend to all dimensionsof the Finnish labour
markets. A certain amount of flexibility isgenerated into the Finnish wage formation by
the so-called wage drift, which has, historically, accounted for approximately 30% of the
total increasein earnings.® The following discussion focuses on additional aspectsthat
havefacilitated adjustment in the labour market and that are relevant for this collection of
empirica investigations.

Thetotal hours of work consists of several components. Thereisarather large scopefor
theutililization of overtimehoursat theindividual level of the Finnish economy despitethe
fact that the so-called standard hours are stipul ated by the binding collective agreements.
In particular, overtime hours have traditional ly been applied in manufacturing. Thisisdue
to thefact that non-manufacturing represents other forms of less stable labour relations
such as part-timework and varioustemporary employment contracts. Theseinstruments
can be considered to be substitutesfor theimplementation of overtimefrom the perspective
of companies. Paid overtimetherefore constitutes an important part of the adjustment of
thetotal hours of work in Finnish manufacturing.®

The adjustment of the Finnish labour markets carries an interesting regional dimension.
Theregiona disparities of labour markets have been sharp and persistent in Finland. For
instance, an empirical investigation by OECD (2000) into theissuerevesalsthat theregional



disparities of the unemployment ratesin Finland are among the highest in the European
Union. In particular, the unemployment rate has been at ahigher level in Eastern and
Northern Finland compared with Southern Finland during the past few decades.

Thefollowing essays examine overtime and regional labour marketsin Finland, especialy
intheturbulent decade of the 1990s. The great depression of the 1930sisusually seen as
the most severe peacetime economic crisis of the twentieth century in most industrialized
countries. However, Finland suffered itsworst recession of the twentieth century notin
the 1930s but in the early 1990s. In the years 1991-1993 output fell by 10% and the
unemployment rate reached itsall-time high (i.e. almost 20% of the Finnish labour force
as measured by Statistics Finland). Indeed, these figures were much worse than those
recorded during the great depression of the 1930s.%°

Despitethefact that Finland’ sexperiencein the early 1990swas uniquein the context of
the OECD countries, other Nordic countries and the United Kingdom had certain
gualitative similaritiesin their economic development at the sametime. In particular,
deregulation of financial markets lead to overlending by banks, which caused an
unsustai nable boom in consumption, investment spending and asset prices. In Finland,
however, thedowdown of the early 1990swas much worse than el sewherewhen measured
by theaggregateindicatorsof economic activity. An exogenousfactor that partially explains
thisisthefact that, in addition to the asset market collapse and the deep fall in domestic
consumption, there was almost a compl ete disappearance of the Soviet tradein 1990—
1991. The reasons behind the great Finnish depression of the early 1990s have, therefore,
been aptly described as* bad luck, bad banking, and bad policies’.

Since 1994 there has been a strong export-led recovery of aggregate economic activity in
Finland. Despitethisrecovery, thegreat dump has shaped most of the economic outcomes
during the period of the 1990sthat isincluded intheempirical investigationsof thefollowing
essays on the Finnish labour markets. The exceptional magnitude of the slump helpsto
identify interesting empirical patternsthat would be hard to detect during normal business
cyclefluctuations.

The macroeconomic impulses shaped the labour market outcomes. For instance, there
was anotable declinein overtime in manufacturing during the great slump of the early
1990s. Dueto the collapse of labour demand, there was asubstantial fall inthe net rate of
employment change across the Finnish regions. Thus, the datathat coversthis period
providesan opportunity to investigate the establishment-level adjustment of regional labour
markets during an episode of sharp fluctuations. The evolution of employment was



associated with restructuring in terms of job creation and destruction.™ In addition, there
wasanincreasein the magnitude of the external reorganization of regiona labour markets
measured by migration flowsthat started in 1994 (see, for example, Pekkalaand Ritsila
2000). Concerning theimpacts on self-reported subjectivewellbeing of individuals, there
wasan increasein the perception of job instability among workersin Finland during the
slump, which isanatural consequence of arapid increase in the unemployment rate.*2
Thisparticular pattern highlightsthe enormous costs associ ated with the high unempl oyment
trap in the European labour markets.

1.2. The selected themes of labour markets

1.2.1. Working hours

Working hours have provided interesting puzzles and research questionsto economists
ever since Adam Smith (see, for example, Contensou and Vranceanu 2000). The
determination of working timeisusually investigated in terms of standard neoclassical
economics. In principle, working timeis, in this context, determined according to the
supply side of the labour market. The analysisisbased on the maximization of utility
derived from two homogeneous commaodities, which are called consumption and | eisure,
that eventually determinethe optimal level of working time(i.e. theindividua level of the
labour supply).®® In turn, this basic elaboration of working hours can be extended to
cover more complicated situationsthat i ntroduce vari ous constraintsfor the determination
of working time induced by the demand for the hours of work by companies.* This
meansthat firms’' decisionscan put constraints on the choices of individuals.

Determination of working hoursisatopical issuein the context of the European labour
markets (including Finland). An important reason for this is that Europe’s high
unemployment trap hasinduced agreat number of ambitious plansto solvethe dilemma.
Oneof themisknown as“work-sharing”. Theideaof work-sharing isto redistribute the
available work to more people and thereby give a stake for the unemployed persons.
Work-sharing works when there is a tradeoff between average working time and
employment. Thismeansthat areductionin averageworking hoursdeliversanincreasein
employment.®®> Theideahas been put into practicein many OECD countries, wherethe
average annua working time has been reduced either by contractsor by legislation. There
havetherefore been agreat number of empirical investigationsinto therel ationship between
employment and average annual working time. In anutshell, the empirical studieson
working time and employment tend to discover that the supposed positiveimpact of a
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reduction in working time on employment isasmall one (see, for example, Hart 1987;
Hamermesh 1996; Kapteyn, Kalwij and Zaidi 2000).% This means that work-sharing
schemes seem not to be the sol ution to the European unemployment problem.

Despitethe enduring interest by the economic research on working timeissuesthere are
uncovered and neglected research questions. For instance, there have been certain interesting
long-term trends and patternsin the average working time acrossindustrialized countries.
Voth (2000) observesthat therewas an increasein thelength of theaverage annual working
timeduring theearly stagesof indudtridization. Thetrend wasreversed during thelate 1800s.
Thisfeature meansthat there has been a continuing declinein the average working time
during the 1900s (M addison 1995). Along with theseinternational trendsacrossindustrialized
countries, there has been asharp declinein theaverage working hoursin Finland during the
past few decades. For instance, thelength of the average working time has declined in
Finnish manufacturing by approximately 400 hours during the period from 1960 to 1996.
Thislong-term declinein the average working time needsto be explained by the economic
fundamentalsin the context of aNordic welfare state.r” Theissue can be explored by using
industry-level dataon the average working time and economic fundamentals.

A well-known distinction in theinvestigation of working time deal swith the adjustment
margin of labour input from the perspective of companies (see, for example, Hamermesh
1996). The notion isbased on theanalysisof the standard profit maximization of afirmwith
respect tolabour services, which cons st of two componentsthat are employment and working
time (see, for example, Contensou and Vranceanu 2000). The extensive margin refersto
thesensitivity of profitswith respect to employment. Ontheother hand, theintensivemargin
referstothe sengtivity of profitswith respect toworkingtime. In principle, firmsuseovertime
hours (in other words, theintensive margin of labour utilization in contrast to the extensive
margin of labour utilization), because of the presence of the quasi-fixed cost of employment,
i.e. hiring and training costsand various employee benefitsthat arerelated to employment
but not to performed working hours. In contrast, from the perspective of individual s, overtime
isoneway toinduceflexibility to thetotal hoursof work along with dual job holding.*®

However, the determination of the share of overtime has been one of the uncovered
issuesin the context of empirical studieson the European labour markets. Theissueis
highly interesting, owing to the stylized feature that, despite the persistent unemployment
in Europe, there are agreat number of employeesthat provide overtime hoursat the same
time. In other words, an interesting empirical pattern of the European labour marketsis
that the total hours of work are extremely unequally distributed acrossindividualsand
households. Overtime hours contributeto this particular pattern of labour markets. This
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samediscrepancy isevident in Finland, where the unemployment rate hasbeen at ahigh
level despite the recovery from the great slump of the early 1990s. At the sametime,
there has been arebound in overtime hoursin Finnish manufacturing. In addition, the
determination of overtime s closely related to the issue of work-sharing, because a
reduction in standard working hours may increase the costs per worker in relation to the
cost of overtime. Thismeansthat companiesmay actually substitute overtimefor workers.
This substitution effect may reduce employment when output is fixed by demand. In
responseto this, there has been a discussion on the need for binding overtime ceilings.
Theempirical studiesthat uncover the determination of overtime hours need to be based
onindividua-level data.

Thefirst essay on working hours exploresthe determination of the averageworking time
inthe context of aNordic welfare state, Finland, from the long-term perspective (Essay
1). The motivation of the study arises from the fact that the issue of work-sharing is
debated in Europe, but extremely little isknown about the economic fundamental s that
have contributed to adeclinein the average working time during the past few decades. It
isespecidly interesting to investigate the decline of the average working timetied in with
rising productivity and increasing labour taxes, which constitute the key elements of the
Nordic welfare states. The study aimsto provide acoherent picture of these el ements of
economic progress. Theissueis studied by dividing the Finnish economy into six main
sectors. The sectoral panel datais based on the yearly observationsfrom 1960 to 1996
and isobtained from National Accounts. The estimation resultsare based on fixed effects
models. The main empirical finding of the study is that both an increase in labour
productivity and awidening of thetax wedge have contributed to adeclinein the average
working time in Finland during the past few decades. In particular, arise in labour
productivity over timemeansthat people becomericher and asaconsequence they demand
moreleisure. Reductionsin working time are therefore oneway of distributing increased
prosperity. On the other hand, awidening of the tax wedge over time has meant that for
workersitismore attractive to take thefruits of increased productivity asanincreasein
leisure. These observations are consistent with the predictions of atheoretical model that
isbased on the notion of equilibrium working hours.

The second essay on working hours deal swith the determination of the share of overtime
hoursat theindividual level in Finnish manufacturing (Essay 2). Thetotal hours of work
consist of two major components. The so-called standard hours are determined by binding
collective agreementsin Finland. On the other hand, the overtime hours are determined at
theindividual level of theeconomy. This meansthat the hours of overtime can vary from
individual to individual for avariety of reasons. Theaim of thisstudy isto characterize the
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incidence of overtime hoursin Finnish manufacturing. The study al so shedslight onthe
incidence of overtimeinduced by the heterogeneity of establishments. In addition, the study
considerstheimpact of thedegree of tightnessin regional labour markets on overtimehours.

Thestudy isbased onindividual-level datafrom manufacturing that coversthelast quarter
of theyear from 1989 to 1995. Theindividual-level dataisfrom the records of the Con-
federation of Finnish Industry and Employers(Teollisuus ja Tyonantajat, TT). The data
contain about 56000 observations. Thedataisbased on thefact that each year TT conducts
asurvey among its member employers and gathersinformation on paid wages, salaries
and the hours of work of employees. Thismeansthat the data contain detailed and accurate
division of thetotal hours of work into various components (including overtime). The
share of overtimeis, by definition, avariable bounded by (0, 1). Indeed, thereareagreat
number of employeesthat do not do overtimein Finnish manufacturing. Thus, theestimation
results are based on Tobit specifications.

The study isableto uncover anumber of interesting empirical patterns concerning the
determination of the share of overtime hoursin Finnish manufacturing. Overtime covers
roughly 3% of the total hours of work and the share of overtime has been strongly
procyclical over the period of investigation. The hours of overtime divided by thetotal
number of hours decline asan employee ages. The overtime hoursalso declinein wage
per straight-time hours and in straight-time hours. Theseresultsare broadly in linewith
those obtained from the empirical studiesthat use UK data of overtime hours at the
individual level. In addition, the estimation results show that males and newcomers (i.e.
employeesthat were not intheindustry oneyear previously) tend to work more overtime,
but leavers (i.e. employeesthat |eave theindustry between thisyear and the next) work
lessovertime. The share of women inthe establishment hasanegative effect on theincidence
of overtime hours. The degree of tightnessin regional labour markets had no overall
impact on overtime from 1991 to 1995. This observation can berationalized by noting
that the Finnish economy experienced an extreme economic slowdown during the early
1990s. Therewastherefore no shortage of employees. However, theimpact of theregional
unemployment rate on the incidence of overtime hours differed sharply between the
population of the small plants(i.e. plantsthat have fewer than twenty employees) and the
rest of the plantsin Finnish manufacturing.

The stylized feature emerges according to which the hours of overtime are more frequent
inthe population of small establishments. The size effect did not collapse during the great
slump of the early 1990s, but the magnitude of this effect has been procyclical from 1989
to 1995. These observations mean that the small plants seem to react differently to
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variationsin product demand, which mostly varieswith time. Theresult that overtime
hours are more common among small establishmentsisnot driven by the smallest plants,
either. In addition, the overtime equation was estimated separately for thefiveindustries
in Finnish manufacturing. These results support the perspective that the moreflexible
working hoursin terms of overtime hours are used within the capital-intensiveindustries
inorder to takefull advantage of establishments’ accumulated capital stock inthevolatile
environment in which small establishmentsare positioned.

1.2.2. Regional labour markets

L abour markets have adistinct regional dimension. Thisfeatureisespecially apparentin
Finland. Regional labour markets have gained growing interest in Finland, becausethere
has been anincreasein theregional disparities of the unemployment rates as part of the
export-led recovery from the great slump of the early 1990s.° Thus, the regional
unemployment disparities acrossthe twenty Finnish provinces measured by the standard
deviation of the unemployment rateswere about four times higher in 1997 compared with
the situation beforetherecession (Figure 1). This pattern of regional adjustment has been
inconflict withthe earlier stylized feature of the Finnish regional labour markets, according
towhich theretendsto beadeclinein the absoluteregional disparitiesof the unemployment
rates measured by the standard deviation during the times of rapid economic growth. In

Figure 1. The standard deviation of the unemployment rates acrossthetwenty provinces
of Finland and the unemployment rate in the Finnish economy during the 1990s (Source:
Statistics Finland; Labour Force Survey).
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other words, the period of thelate 1990s constitutes an important exception to thispattern
of regional labour markets.

During the past ten yearsagrowing body of literaturewithin labour economicshasemerged
that employslongitudinal, linked empl oyer-employee datain analysing the pace of job
reall ocation and worker flows (see, for example, Abowd and Kramarz 1999; Haltiwanger
etal. 1999). In particular, the dynamics of labour market adjustment at the plant level of
the economy can be captured by applying the measures of grossjob and worker flows
(see, for example, Davis and Haltiwanger 1999).% Joseph A. Schumpeter (1942) called
this process of capitalism*“ creative destruction”. Indeed, according to the growing number
of detailed establishment-level studies, it isfair to say that the reallocation and the
reorganization of scarce resources culminatesin the turbulence of labour markets, where
the reallocation of resources takes the form of grossjob flows (i.e. job creation and
destruction), and grossworker flows (i.e. hirings and separations of workers).

Gross job and worker flows decompose the net rate of employment change into
components. Thus, the net rate of employment changeisthejob creation rate minusthe
job destruction rate (or the hiring rate minus the separation rate of workers). The job
creation rateis defined asthe sum of positive employment changes, divided by the average
number of employees. In contrast, the job destruction rate is defined as the absolute
value of the sum of negative employment changes, divided by the average number of
employees. The sum of job creation and destruction ratesis called the job reall ocation
rate. The excessjob reall ocation rate equal sthe job reall ocation rate minus the absol ute
value of the net rate of employment change. Thismeansthat excessjob reallocationisan
index of simultaneousjob creation and destruction.

Comparison of information in two consecutive years can be used for calculating the
number of employeeswho have entered a plant during the year and are still working at
the same plant. The sum of these employeesover all plantsisworker inflow, or hiring.
In addition, it is possible to identify those employees who are no longer working at a
plant. This meansthat the sum of these employeesisworker outflow, or separation.
The excessworker turnover rate (i.e. the churning rate) compares grossworker flows
with grossjob flows; the larger the magnitude of the churning rate the larger the worker
flows (hirings and separations of workers) compared with job flows (creation and
destruction of jobs).

Theearlier empirical studiesonregional labour markets have neglected thefact that regional
economiesarein astate of continuousturbulence (see, for example, Elhorst 2003). There
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aretherefore agreat number of uncovered research questionsin theinvestigation of regiona
labour marketsin Finland that are linked to gross job and worker flows. In other words,
theearlier empirical studieson the Finnish regional labour markets have been conducted
by using aggregate dataon (net) employment changes.?! The main shortcoming of these
traditional investigations of the aggregate outcome is that they entirely mask the
establishment-level dynamics of labour-demand adjustment and provide anincomplete
and potentially mideading picture of the Finnish regional 1abour markets.

Empirica studiesthat aimto relatetheregiona unemployment disparitiesto the economic
fundamental sin Finland have not been available. A panel of the Finnish regionsishighly
suitablefor theinvestigation of thisissue. In particular, the existing studies exclude an
evaluation of theimpact of reorganization intermsof grossflows of jobsand workerson
theregional unemployment rates. This same notion seemsto extend to the whole of the
empirical literature on regional unemployment disparities despitethefact that starting from
Lowry’s (1966) contribution there have been agreat number of studiesthat focuson
gross migration flows (see, for example, Elhorst 2003; OECD 2000). | ndeed, the measures
of gross migration flows complement the picture painted by the measures of grossjob
and worker flowsfrom the perspective of regional reorganization.

Theinternal reorganization of the Finnish regional labour markets can therefore be captured
by using the measures of grossflows of jobs and workersthat are cal culated from plant-
level micro data. In contrast, the reorganization between regional labour markets can be
described by using the measures of gross migration flows.2 Indeed, the turnover between
regional labour markets can be measured in the same way as the rate of excess job
reallocation. Thismeansthat ameasure of external turnover can be based on the notion
that the magnitude of simultaneous gross migration flowsisan appropriate measurefor
theintensiveness of reorganization acrossregional labour markets.

Thefirst essay on regional labour markets deal swith theissue of grossjob and worker
flowsin Finland (Essay 3). The motivation of the study isbased on thefact that there has
been a bulk of research on gross job and worker flows based on cross-country
comparisons. In contrast to available cross-country comparisons, the study provides
detailed empirical evidencefor the perspectivethat there are differencesin grossjob and
worker flows within the same country despite the presence of the same institutional
characteristics (including labour market regul ations) acrossregions. In particular, the study
exploresthe disparitiesin the regional labour market adjustment during an episode of
extreme turbulencein the Finnish economy. In addition, the genuineregional e ementsin
grossjob and worker flows are separated from the effects of theindustry structure.

16



Grossjob and worker flows are cal culated from establishment-level datafrom 1990 to
1997 and are then aggregated to the Finnish regions. The applied establishment-level
data covers more than 80% of the total employment in the non-farming busi ness sector of
the Finnish economy. Thus, the data contain 1.1 million employeesin about 100 000
plants. The geographical division of Finland isbased on NUTS3 regions. The number of
theseregionsistwenty.

The magnitude of grossjob and worker flowsislarge, relative to the net employment
changein the Finnish regions. Thisobservation is consistent with stylized features of the
literature. Thereisthereforeagreat deal of grossjob creationin the declining regionswith
high average unemployment in Eastern and Northern Finland. On the other hand, thereis
a great amount of gross job destruction in the growing regions with low average
unemployment in Southern Finland. In other words, the study providesextensive evidence
for the perspective that stressesthe enormous heterogeneity of regional labour market
adjustment in Finland in contrast to the earlier literature that has been focused solely on
(net) employment changes. The entry and exit of establishments covers about 2—-3% of all
employees each year. This meansthat the regional disparitiesin grossjob and worker
flowsin Finland aredriven mainly by continuing establishments.

Grossjob and worker flows provide an insight into the adjustment of regional |abour
marketsduring the great slump of the early 1990s and the following recovery of economic
activity. Therapid risein regional unemployment rate disparitiesfrom 1991 to 1993 can
be explained by the sharp risein the regional disparitiesinjob destruction ratesand in
separation rates of workers. Therewasadeclinein regional disparitiesin job creation
ratesand in hiring rates of workers at the sametime. The highest level of job destruction
at the bottom of the slump was in the provinces of Eastern and Northern Finland. In
contrast to the adjustment of labour marketsin the slump, during the recovery from 1994
t0 1997, there has been adeclinein theregiona disparitiesinjob destruction ratesand in
separation rates of workers, but arisein theregional disparities of job creation rates and
hiring rates of workers.

There are genuineregional elementsin grossjob and worker flows despite the fact that
the extreme volatility of economic activity over the period of theinvestigation means
that much of the explained variation in gross job and worker flows can be attributed to
years (and also to industries). The role of these genuine regional elementsis most
important in the case of the churning rate (i.e. the excess worker turnover rate). In
particular, the patterns of grossjob and worker flows that are characterized in this
study cannot be explained by the industry structure of the Finnish regions. In contrast,
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theregional differencesin net employment growth ratesin the period from 1990 to
1997 can be reduced mainly to the differencesin theindustry structures of the regions.
This pattern highlights the fact that the focus on gross flows of job and workers can
indeed provide important insightsinto the adjustment of the Finnish regional labour
markets.

The second essay on regional labour markets aimsto relate the regional unemployment
disparitiesto theeconomic fundamenta sin Finland (Essay 4). Along with the conventional
economic fundamental s suggested by the available empirical literature on regional
unemployment disparities, the study considers the measures of grossjob and worker
flows based on the establishment-level dynamics of labour-demand adjustment in the
Finnish regional labour markets. In addition, the study includes an el aboration of the
impact of gross migration flows on the regional unemployment rates. By doing this, the
study fillsan important gap in theliterature on regional labour marketsin Finland and
provides empirical evidencefor theimportance of the reorganization of regional labour
markets based on gross flows of jobs and workers. The evaluation of regional labour
marketsis based on regional panel datathat is created by matching the conventional
economic fundamental s with the measures based on gross flows of jobs and workers.
The data coversthe period from 1989 to 1996. The geographical division of Finlandis
based on NUT$4 regions. The number of these regionsis 85. The estimation results
are based on various panel datamodels. In particular, adynamic model is considered,
because adjustment of the key variables of interest is not necessarily immediate.

TheKernel density estimatesfor the distribution of the unemployment rate acrossthe
Finnish regionsfor theyear 1991 (i.e. the bottom of the lump measured by the net rate of
employment change) and theyear 1996 reved that there have not been substantial changes
in the shape of the distributions of the unemployment rates despite thefact that there has
been asharp increase in the average unemployment rate with arisein the dispersion of
the unemployment rates at the sametime. In particular, thereisno empirical evidencefor
the bipolarization of the distribution of the regional unemployment ratesduring the 1990s.
Thestriking empirical finding from the panel dataestimationsisthat the reorgani zation of
labour markets lowersthe unemployment ratein the Finnish regions. In other words, the
reallocation of labour resources seemsto be good for regional employment. The essential
role of reorganization in the determination of regional unemployment has some direct
relevancefor regional policy. In particular, thisfinding provides empirical support for the
perspectivethat various public measures should not be aimed at aiding contracting plants
sincerestructuring at the establishment level of the economy will eventually yield alower
unemployment rate.

18



1.2.3. Perception of job instability

Therewasanimportant and well-known switch from the framework of measurable cardinal
utility to atheory based on apreferenceindex of ordinal utility in microeconomicsduring
the 1930s (see Frey and Stutzer 2002a; 2002b). Since then the mainstream perspective
of economics hasbeen that utility cannot be measured and thereisusually no senseinthe
evaluation of various measures of self-reported subjectivewellbeing by individuals. This
switch has also had adeep impact on labour economics.

Thereisalong and equally well-established tradition of analysisthat appliesvarious
subjective survey responseswithin the professions of psychology and sociology. Moreover,
withinthefield of standard labour economics, it has always been common to apply labour
force surveysthat can be utilized, for instance, inthe empirical studies of grossworker
flows. However, along with the mainstream tradition of economics, labour economists
have not focused on theinvestigation of the measures of self-reported subjectivewellbeing
by individuals.?® The neglect of the measures of the subjectivewellbeing of individualsis
at least partly related to the fact that economistsare usual ly sceptical about the use of this
kind of individual-level survey dataowing to non-random measurement errors. For instance,
Berthard and Mullainathan (2001) provide selected empirical evidence on theissuethat
the measument error of often applied surveystendsto correlate with alarge number of
individuals' characteristicssuch aseducation.

However, thistraditional pattern of theliterature changed rapidly during the 1990s.2
There have therefore been an increasing number of empirical studiesby economists based
on the self-reported measures of subjectivewe lbeing by individuals. These studiesaimto
explain, for instance, various measures of happiness and job satisfaction (see Clark and
Oswald 2002; Frey and Stutzer 2002a; 2002b). In particular, within the context of labour
economics, one of the most important empirical findings hasbeen that unemployed persons
report substantially lower level s of happinessthan employed persons (see, for example,
Oswald 1997). Indeed, this piece of empirical evidenceis highly important from the
economic policy perspective dueto the fact that the observation underlinesthe notion
that unemployment isinvoluntary by its naturefor most of the unemployed.

The perception of job instability constitutes an important subjective measure of wellbeing
by individuals owing to the fact that for the large majority of employeesonly one match
with an employer comprises most of the current earnings, making their welfare closely
related to the potential risk of losing their job in the presence of incomplete insurance
against shocks. In other words, the very nature of the labour marketsitself givesrisetoa
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perception of job instability among employees. Thisproblem isapparent in the context of
the persistent European unemployment problem.

The perception of job instability isnot disconnected from theissues of working hoursand
labour market flows. In particular, the perception of jobinstability isrelated to the unequal
distribution of working hoursacrossindividual sand householdsin Europethat ishighlighted
in the pattern of overtime. Indeed, the perception of job instability (i.e. the fear of
nullification of hours of work entirely) constitutesan antithesisto overtime. Moreover, an
investigation into the perception of job instability completesthe picture painted by the
studiesthat focus on grossflows of jobs and workers covering European countries. The
recent studiesthat underline the enormous magnitude of grossflows of jobsand workers
usually fail to differentiate between voluntary and involuntary flows. Aninvestigation that
focuses on the perception of job instability among workersis ableto focus more deeply
on the determination of involuntary flows of workersthat are directly related to the
European unemployment problem.

There have been agreat number of empirical studiesonjob instability that aimto document
and investigate the realized patterns of job instability by individuals. Those studies, for
instance, focus on the tenure structure over the past few decades (see, for example,
OECD 1997). In contrast, there are arather limited number of empirical studiesthat aim
toinvestigate the empirical determination of perceived job instability fromindividual to
individual. Thelatter empirical studiesrequire survey data. In particular, there have not
been empirical investigationsthat aim to eval uate the economic fundamental s of the
perception of job instability inthe European labour markets. Thefocus of the available
empirical literature on perceived job instability hasbeen heavily on the unregulated Anglo-
Saxon labour markets. Thus, there is an urgent need to understand the pattern of the
perception of job instability in the context of the European labour marketsthat have been
characterized by the persistent unemployment problem.

Thelast essay inthiscollectioninvestigates the perception of job instability among workers
in Europe (Essay 5). In particular, the aim of thisstudy isto investigate the empirical
determination of the subjective probability of thejob instability of individualsby using
unique survey datafrom all the 15 member states of the European Union and Norway.
Thesurvey was conducted in 1998 and it contains 5435 individuals. The question about
the perception of job instability isformulated in the survey asfollows. ” Do you worry
about the security of your present work?’. The answers to the question can be either
"yes’ or "no”. Thus, the estimation results are based on Probit models. The study provides
detailed empirical evidence, for example, ontheindividua characteristicssuch asageand
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education that arerelated to the perceived job instability of individualsin European labour
markets. In addition, the study includes a consideration of job and firm characteristics
and their role in the determination of the perception of job instability. Thus, the survey
dataenablesusto eval uate the whol e spectrum of economic fundamentalsthat giveriseto
aperception of job instability. There tendsto be arather vague rel ationship between
institutional features and the perception of job instability among workers. However, the
patterns of perceived job instability and theinstitutional features of European countries
arenot consistent with the popular notion that the perception of job instability declinesas
the strictness of labour standards and the strictness of employment protection increase.
This pattern emerges despitethe stylized feature of the earlier literature that the magnitude
of gross job and worker flows of the economies declines as the strictness of [abour
standards and employment protection increases. This meansthat the perception of job
instability and the underlying grossflows of job and workers need not be closdly correlated.

The estimation resultsreveal that perceived job instability increases with age. In other
words, thereisevidencefor the perspectivethat it isthe job losswage penalty morethan
thejob lossincidencethat drivesthe perception of job instability among European workers.
The conclusion ontherole of job lossincidenceisbased on the fact that the turnover of
workersis higher among young workers. Anincrease in the educational level, on the
other hand, leadsto adeclinein the perception of jobinstability. Thereare no differences
in the perceptions of job instability between males and females. An occurrence of
unemployment during the past five yearsdeliversasubstantial risein the perception of job
ingtability. Theempirica finding that theunemployment history strongly mattersisconsistent
with the notion that an unemployment episode provides private information about the
unobservable productivity of an employee. The most striking result isthat atemporary
contract as such does not yield an additional increasein the perception of job instability at
theindividual level of the economy. However, the perception of job instability ismore
common in manufacturing and thereis some evidencefor the perspectivethat it increases
according to the size of thefirm. There are a so strong country effects. For instance, the
perception of job instability among workersislower in Denmark and higher in Spain than
in Norway even after taking into account the controlsincluded for the incidence of job
instability at theindividual level of the economy in European labour markets.
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1.3. Summary of findings

* Anincreasein labour productivity and awidening of the tax wedge have contributed to
adeclinein the average working timein Finland from the long-run perspective. These
observations are consistent with the predictions of atheoretical model that isbased on
the notion of equilibrium working hours.

« Overtime hours have an interesting role in the adjustment of total hours of work in
Finnish manufacturing. The stylized feature emerges according to which overtime hours
aremorefrequent in the population of small establishments.

* Gross job and worker flows reveal the enormous heterogeneity in the plant-level
adjustment of labour demand in the Finnish regional labour marketsin contrast to the
earlier empirical literaturethat hasfocused on the elaboration of the net rate of employment
change.

« Theinternal and external reorganization of labour markets |owersthe unemployment
ratein the Finnish regions. This meansthat the reallocation of labour resources at the
plant-level of the regions seemsto be good for regional employment in contrast to the
earlier empirical literature that has stressed the notion according to which restructuring is
an important source of theregional unemployment problem.

* Theunemployment history of workersstrongly mattersfor the perception of jobinstability

in European labour markets. This pattern highlightsthe substantial costs associated with
the high unemployment trap.
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Koskela (2002) contains a collection of articles on the European unemployment problem.
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4 Santaméki and Parviainen (1996), Vartiainen (1998), and Marjanen (2002) provide
descriptions of the Finnish labour markets.

5Vartiainen (1998) provides a description.
& Pehkonen and Tanninen (1997) studies thisissue.

" Uusitalo (2002) provides evidence for the perspective that the distribution of wages has
been more compressed during the times of collective agreementsin Finland.

8 Marjanen (2002) documents the evolution of wage drift in Finland during the past few
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° In addition, non-manual workers provide a great number of unpaid overtime hours.

10 Bockerman and Kiander (2002a) provide a comparision of adjustment of the Finnish
labour markets during the great depressions of the twentieth century.

1 Maliranta (2001; 2002; 2003) reports that job destruction in low productivity and job
creation in high productivity plants has positively contributed to the aggregate productivity
growth rate of Finnish manufacturing. Béckerman and Maliranta (2003) focus on the regional
dimension of productivity growth in Finland.

12 Nétti et al. (2001) provide an empirical investigation on the perception of job instability in
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BBlundell and McCurdy (1999) summarizesthe literature.
]1Imakunnas (1997) provides an empirical study on thisissue in the Finnish context.
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have been a modest supporter of work-sharing schemes.

16The Finnish studies on work-sharing include Holm and Kiander (1993), IImakunnas (1995),
and Bockerman and Kiander (2002b).
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United States can be explained due to differences in the tax systems of those countries.
The argument is based on the distortion induced by the intertemporal tax wedge that is
more severe in France. Hetemaki (2002) provides empirical evidence for the perspective
that an increase in the tax wedge yields a decline in average working hours in the OECD
countries.

18Lilja(1991) provides a study on dual job holding in Finland.
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Abstract

Thisstudy exploresthe determination of average working timeinthe context of aNordic
welfare state. The study isfocused on the Finnish case. Theissueisexplored by using
datafrom six industries from 1960 to 1996. The main empirical result isthat both an
increasein labour productivity and awidening of the tax wedge have contributed to a
declinein average working timein Finland. These observations are consi stent with the
predictions of atheoretical model that is based on the notion of equilibrium working
hours.
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1. Introduction

Europe’ s high unemployment trap has generated a great number of ambitious plansto
solvethe dilemma. One of them isknown as “work-sharing” (see e.g. Contensou and
Vranceanu 2000). Theideahas also been put into practice in many OECD countries,
where the average annual working time has been reduced either by contracts or by
legidation.! Theissue of work-sharing is debated in Europe, but littleisknown about the
underlying economic fundamental sthat have contributed to adeclinein averageworking
time during the past few decades.

There haveindeed been certain interesting long-term trendsin average working time across
industrialized countries. Voth (2000) observesthat therewasasharp increasein thelength
of average annual working timeduring the early stages of industrializationin England. This
trend wasreversed during the late 1800s. Maddison (1995) showsthat average hours of
work in advanced OECD countriesfell from around 3000 hoursayear in 1870 to between
1500 and 2000 hoursayear by 1990. Evans, Lippoldt and Marianna (2001) note that
the long-term decline in average annual hours has slowed down in almost all OECD
countriesin recent years.

In thisstudy wefocus on the determination of averageworking timein Finland. Economic
development in Finland has been rapid since the Second World War. Rising productivity
has definitely been the most important driving force of economic growth asin most other
industrialized countries (seee.g. Hjerppe 1989). Along with the rapid growth in the post-
war era, the public sector expanded, the tax wedge increased and average annual working
time was gradually reduced. Nowadays, Finland is one of the Nordic welfare states,
characterized by high labour taxes and a short average annual working time compared
with the United States. These broad features of economic development meanthat itis
especidly interesting to investigate the decline of averageworkingtimetiedinwithrising
productivity andincreasing labour taxes at the sametime, which congtitute the key elements
of the Nordic welfare states. Thus, the following study aimsto provide acoherent picture
of these underlying elements of economic progress.

A standard microeconomic theory of individual labour supply suggeststhat labour supply
and, hence, average working hours should decline when real incomesrise.? Inreality
individualstend to supply the prevailing number of standard hours. In Finland, andin
other Nordic countries, the standard hours are not decided on anindividual or firm basis
but instead collectively, either by binding collective agreements or by legidation. However,
it can be argued that pressuresfor such agreementswill grow when theindividual demand
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for leisureincreases and that the pressures are reflected in collective bargaining over
standard hours. In fact, an application of the representative agent framework can be
motivated by noting that the following investigation isfocused on the determination of
average working time during the past few decades. Namely, the case can be madefor the
view that in democratic societiesthe demand for different types of working time arragements
is aggregated without serious biasesin the long-term. The underlying differencesin
preferences of individual swith respect to leisure can therefore be omitted and the issue
can be elaborated by using the representative agent framework.

Thus, inthisstudy we use asimple model of individual 1abour supply to capturethe effects
of productivity growth and labour taxation. It isassumed that thereal labour cost equals
labour productivity and that the desired leisureincreaseswith total incomes. Thereisa
public sector in the model which produces public goods and givesincometransfersto
households. Thisfeatureis motivated by noting that the study isabout the determination
of averageworking timeinaNordic welfare state. The public sector has abinding budget
congtraint and henceit hasto financeits expenditure by taxing labour input. The effects of
the payroll taxes and incometaxes areidentical inthe model.

The aim of this study istherefore to elaborate the economic fundamental s that have
contributed to adeclinein average working time at the aggregate level in the case of
Finland. The empirical investigation is conducted through the use of a panel data set
consisting of six industries, from 1960 to 1996. The main empirical result of thisstudy is
that both an increase in labour productivity and a widening of the tax wedge have
contributed to adeclinein average working time. The study appearsinfive sections. The
next section presents asimple model of labour demand and wage setting which triesto
illuminate some basic feedback mechanisms between productivity, the tax wedge and
averageworking time. Thethird section containsashort description of the data set along
withaninternational comparison of annual hours, and providesajustification for the choice
of variables. Thefourth section reportsthe empirical resultsfrom anumber of panel data
estimations. Thelast section concludeswith afew remarks.

2. The model

Consider asimplemode of individual labour supply. Wefirst assumethat firmsare ontheir
labour demand curves, and hence thelabour cost isequal tothemargina product of labour,
or

A+ =0, D
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where Wisthe hourly wage and payroll tax isdenoted by s. For simplicity we assumethat
in the long run the marginal product of labour (Q) is equal to the average product of
labour. Hence O can beinterpreted as average |abour productivity, which increaseswith
time-dependent technical progress, 4(¢), and capital-labour ratio (K/N):

_ K 0 )
0= A(t)F%Nb’

For simplicity wetake the capital stock here as an exogenous constant. Theworkersare
assumed to get utility from consumption of goodsand of leisure. For smplicity we assume

that thereisno saving. Hencethe utility function of theworkersisgiven by
V=V(C,L)=V[WH(1- )+ G,T- H], (3)

wheretheincometax rateisdenoted by 7. Theincome consists of after-tax labour income
and the money value of abundle of public goodsand income transfers provided by the
government (G). The number of hoursworked is H, and T isthe number of total hours.
Public expenditureis determined by apolitical processwhich istreated as exogenous.

Substituting equation (1) for equation (3) yields

_ 20 0 4
V—V%Q +G,T- H, (4)
1+s

1-¢

where Q = 3 lisameasure of the tax wedge.

The government coversits expenditure by taxing employers and employees. Henceits
budget constraint isgiven by

G:(s+t)WH:%QH:Q(-DlY, )

where Y isthe aggregate output per capita.

L et us use the following logarithmic specification of the utility function to derivethe
comparative staticsresults:

v = |og§%+cg+ B(OH)loy(T - H). ©

where B istheweight of leisure. We assumethat B isaincreasing function of aggregate
output:
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B=B(QH), B'>0, (7)

The optimal labour supply can now be derived from the first-order condition of utility
maximation:;
114 0 B (8)

g - BeCe D 6o - 0

The effect of increased productivity on individual working time can be derived by
differentiating thefirst-order condition:

o . _B'H QG- Gy0)
gy = B9l BUHIGL - St o) ©)

=-B'logL- B'""HlogL BH
= g g T-H

<0,

snceG - G,0 =0 Whether thisexpressionisnegativeor positiveisan empirical question.
Theoretically, it depends on the sign and the size of B”. However, it isclear that the
average productivity has a negative effect on working time when the total output per
worker issufficiently low. Infact, the expression (9) isalways negativeif we assumethat
the equation (6) can be maximized by treating B(QH) as given, because thisleads to
dropping thefirst terms on the RHS of the equations (8)—(9). Thus, it isevident that an
increasein average productivity yieldsadeclinein averageworking time.

Inaddition, it isinteresting to examine the corner solutions of the maximization of (6)
concerning B, whichistheweight of leisureinthe utility function of the representative
agent. If B=0, then anincreasein productivity hasno effect at all on the determination of
averageworkingtime. Thisresult meansthat if thefollowing empirical investigation shows
that working time declines as productivity rises, thereis, in fact, empirical evidencefor
the view that people put more weight on leisure asthey get richer.

Similarily, it can be clearly shown that an increase in the tax wedge al so reduces the

working hours:
1V _  (G+QG,)

= 10
10 - (0H+6Q)” <P (10)

Thesize of thiseffect increaseswith the size of the public sector. If B=0, then anincrease
in the magnitude of the tax wedge still leadsto adecreasein average working time.

Remembering that the average productivity consists of technical progress and capital
intensity, onecanwrite:
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Or inwords, the equilibrium working time depends on productivity and the tax wedge.

3. Thedata

Aninternational comparison indicatesthat there are certain interesting differencesinthe
evolution of standard annual hoursacrossindustrialized countriesthat need to be addressed
(Table 1). A well-known stylized feature of international patternsisthefact that thelevel
of averageworking timeislower in Europe compared with the United States. There has
been adeclinein annual hoursfor full-time manufacturing workersin most of the European
Union countries. In contrast, there there has been essentially no reduction in annual hours
inthe United States.® This comparison revea sthat Finland definitely belongsto the group
of European countriesin which there has also been a substantial declinein annual hours
from 1984 to 1995. Thus, thefollowing empirical investigation isableto contributeto the
discussion on the reasonsfor these large disparities across countries from the perspective
of aNordic welfare state.

The determination of averageworking timein Finland is studied by dividing the economy
into six main sectors.* The sectorsare agriculture, forestry and logging (SIC95: A-B),
manufacturing (SIC95: C-E), construction (SIC95: F), the wholesale and retail trades
(SIC95: G), transportation (SIC95: I) and public activities (SIC95: L-N).> Thestudy is
based on the yearly observations from 1960 to 1996.

A short description and the source of the variablesis provided in Table 2. Through the
use of apanel dataestimation, average working timeisexplained by labour productivity,
thetax wedge and gross capital formation. Thedeclinein hours per worker isevidentin
the case of all sectorsfrom 1960 to 1996. However, it isimportant to note that there also
exists an interesting variation in the behaviour of hours per worker across the sectors.
Thisvariationisnaturally masked inthe aggregate data. Animportant feature of the data
set is that the sectoral variation in atax wedge variable is totally generated by one
component of the tax wedge, namely by “social security contributions/ wages’. The
reported results are robust with respect to this specification.
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Thestudy a so containsapotentia weakness, becauseit isnot possibleto get disaggregated
dataon standard hours and overtime covering the whol e period from 1960 to 1996. This
meansthat we haveto use dataon actual average working hours.® However, thisisnot a
major problem, because - as noted by Holm and Kiander (1993) and [lmakunnas (1995)
—inthelong runthetime path of actual working hours closely followsthat of standard
hours, at least in the case of Finnish manufacturing.” Figure 1 illustratesthe evolution of
standard hours and actual hours per worker in the Finnish manufacturing industry from
1960 to 1996. The permanent gap between standard hours and actual hours per worker
ismainly dueto sickness and parental leaves. Therapid fall in actual hours per worker
during the great slump of the early 1990sis a consequence of sweeping layoffs. The
relationship of standard hoursand actual hours per worker in other sectors of economy is
not known, but thereisno particular reason to think that firms could use overtime asa
long-term arrangement in the other sectorsof the economy. Thereasonisthat apermanent
increasein overtimeisdueto the high overtime premia: afar too expensiveway to adjust
labour input from the paint of view of firms. Thus, the (minimum) premiumfor daily overtime
is50% for thefirst two hoursand 100% for each following hour in Finland. The premium
for weekly overtimeis50%, irrespective of the number of hours.®

Table 1. Standard annual hoursfor full-time manufacturing workersin sel ected countries,
1995 (Hunt 1998).

Country Standard annual hours  Percent change, 1984—1995
Finland 1716 -5.9

Denmark 1672 -7.9

Sweden 1808 0.0

Norway 1725 -6.7

Western Germany 1602 -9.0

France 1755 -1.6

Portugal 1882 -7.1

United Kingdom 1762 -1.3

United States 1896 -0.1
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Table 2. The description of the variables and their sources. “ Direct taxes/ household
income” (TAXW1) and “Indirect taxes/ consumption expenditures’ (TAXW?2) arenot
sectoral variables. The sectoral variation in the tax wedge (TAXWEDGE=TAXW1 +
TAXW2 + TAXWS3) istotally generated by “social security contributions / wages’
(TAXW3).°

Variable Source
Value added in basic values (Q) National Accounts
Direct taxes/ household income (TAXW1) National Accounts

Indirect taxes/ consumption expenditures (TAXW2)
Social security contributions/ wages (TAXW3)

TAXWEDGE = TAXW1+TAXW2+ TAXW3

Performed working hours (WH) National Accounts
Employed persons (NI) National Accounts
Gross capital formation (K) National Accounts

Figure 1. An evolution of employment (thousand persons, |eft-hand scale), and standard
hoursand annual actual average working hours (right-hand scale) in manufacturing from
1960 to 1996 (Source: The Confederation of Finnish Industry and Employers & National
Accounts).
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4. Theresults

Sincethedatacoversall main sectorsin Finland, it isconvenient to set up afixed effects
model in order to investigate the determination of average working timein Finland, as
follows

Log(WH/NI), = n. + m+ b,Log(Q/NI), +
(12)
b,TAXWEDGE, + b,LogK , + €,

where WH standsfor performed working hours, NI for employment, Q for value added
inbasic values, K for gross capital formation and n, isan industry factor. It capturesall
theindustry-specific characteristics (such asthe labour intensivity of production) that
remain stable over time. mincludes all factorsthat are common to industries and tend
to vary over time(such asinterest rate hikes, recessions and the changes in taxation
etc.).

The estimation resultsarereported in Table 3. Themain result isthat anincreasein labour
productivity and awidening of thetax wedge have both contributed to adeclinein average
working timein Finland.® These observations are therefore consistent with the earlier
theoretical elaboration. Theresultsare alsoinlinewith common sense. Thisisdueto the
fact that arisein labour productivity over time means that people get richer and asa
consequence they demand moreleisure. Reductionsin working time are therefore one
way of distributing increased prosperity. On the other hand, awidening of thetax wedge
over time has meant that for workersit ismore attractiveto take the fruits of increased
productivity asanincreasein leisure. Asacrude conjecture, one might conclude that
capital deepening could in principleviavarious substitutions effectslead to adeclinein
averageworking time. However, the estimation resultsare not in linewith thisview inthe
caseof Finland.'
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Table 3. The estimation results of the fixed effectsmodel for average working timein
Finland, from 1960 to 1996 (dependent variable: average working time). The estimated
model includesthe year dummiesand aconstant.

Variables Coefficients t-statistics
Log(Q/NI) -0.034 -2.38
TAXWEDGE -0.392 -3.57
LogK 0.013 1.73

R? 0.86

F(39, 177) 27.17

Number of observations 216

5. Concluding remarks

The determination of average working timein Finland was studied by means of annual
datafrom six industriesfrom 1960 to 1996. Asadstarting point for theempirical investigation
weformulated asimple model of average working time determination. The basic idea of
the model isthat higher incomes and higher taxesinduce working time reduction in the
context of aNordic welfare state. The main empirical result isthat both anincreasein
labour productivity and awidening of the tax wedge haveindeed contributed to adecline
in averageworking timein Finland. These observations are therefore consi stent with the
predictions of atheoretical modd that isbased on the notion of equilibrium working hours
and provide acoherent explanation for the declinein average working timein Nordic
welfare states during the past few decades.
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! In German manufacturing industries a 35-hour week was adopted in the 1980s as aresult
of negotiations between unions and employers. In France, a 35-hour week has been legally
enforced in order to alleviate the unemployment. Hunt (1998) provides a detailed discussion
of work-sharing acrossindustrialized countries.

2 See e.g. Pencavel (1986).

3 Bell and Freeman (2001) argue that workers choose hours of work in order to gain
promotions and advance in the distribution of earnings. This means that the more unequally
distributed U.S. earnings generate more hours than the German earnings distribution.

4 Unfortunately, it is not possible to include in an empirical investigation variables that
capture the composition of the labour forcein Finland. Thisisdueto the fact that the study
takes a long-term view on average working time from 1960 to 1996 based on National
Accounts. Employment Statistics by Statistics Finland, which includes detailed information
about the composition of the labour force, was created in 1987. Thus, the motivation for an
application of the representative agent framework can be strengthened by the fact that the
empirical part of the study cannot take into account the composition of the labour forcein
Finland. This means that an application of the representative agent framework in the
theoretical part of the study isindeed consistent with the following empirical investigation
of the study.

5SIC refersto Standard Industry Classification.

5In other words, we use actual average working hours as a proxy variable for standard
hours.

"However, an application of Johansen’s (1995) procedure reveals that the log of standard
hours and the log of actual working hours per worker in Finnish manufacturing are not
cointegrated variables. This result is not generated purely by the observations from the
great slump of the early 1990s. Jacobson and Ohlsson (1996) have investigated the long-
run relationship of standard hours and actual hours per worker in the case of the Swedish
private sector from 1963:1-1993:4. They concluded that the log of standard hours and the
log of actual hours per worker are cointegrated variables.

8 Santaméki and Parviainen (1996) provide a detailed description of the Finnish labour
markets.

®Layard, Nickell and Jackman (1991) prefer this specification.

10The results are almost identical in the case of the random effects model with respect to
reported ones.

1 The specification of capital deepening as log(K/NI) yields the coefficient 0.020 with
corresponding t-statistics of 2.51. This observation provides support to the perspective that
capital deepening has produced an increasein average working timein Finland. Therest of
the estimation results remain the same.

41



Overtime in Finland*

Petri Bockerman**

*| am grateful to MikaHaapanen, Pekkallmakunnas, ReijaLiljaand Ralf Ramm-Schmidt
for comments. | am grateful to Reijo Marjanen for theinformation about the data. | would
liketo thank two anonymousrefereesand the editor for val uable comments and suggestions
that have greatly improved the study. Paul A. Dillingham haskindly checked thelanguage.
Theusual disclaimer applies.

**|_abour Institute for Economic Research, Pitkénsillanranta3A, FIN-00530 Helsinki,
Finland

Abstract

The study is about theincidence of overtime hoursin Finland. The investigation uses
individual-level datafrom the manufacturing industriesfrom 1989 to 1995. Theresults
show that the hours of overtimedivided by the number of total hoursdecline asan employee
ages. The overtime hours decline in wage per straight-time hoursand in straight-time
hours. Md es and newcomerstend to work more overtime, but leaverswork lessovertime.
Theovertimehoursare definitely morefrequent in the popul ation of small establishments.
Thedegree of tightnessin regional labour markets had no overall impact on theincidence
of overtimefrom 1991 to 1995. There are strong industry effects.

JEL -code: J22
Keywords: working hours, overtime, manufacturing
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1. Introduction

Despitethe persistent unemployment in Europe, thereare a so agreat number of employees
that perform overtime hours. This same discrepancy is evident in Finland, where the
unemployment rate has been at ahigh level despite the recovery from the great slump of
theearly 1990s.! At the sametime, there hasbeen arisein overtime hoursin Finland. The
total hours of work consist of two major components. The so-called standard hoursare
determined by binding collective agreements. On the other hand, the overtime hoursare
determined at theindividual level of the economy. Thus, the hours of overtime can vary
fromindividual toindividual for avariety of reasons.

However, the underlying empirical incidence of overtime hours has not been focused
upon by labour market research in Europe.2 The aim of this study isto characterize the
incidence of overtime hours in Finland by using unique individual-level data from
manufacturing industries from 1989 to 1995. The study also shedslight ontheincidence
of overtimeinduced by the heterogeneity of establishments. In addition, the study considers
theimpact of the degree of tightnessin regional labour markets on overtime hours. This
empirical investigation fillsthereforeagap in the existing Finnish literature on working-
timeissues.

The study appearsin six sections. Thefirst section of the study clarifiesthekey conceptua

questions and provides sel ected theoretical considerationsof theissue of overtimehours.

The most important elements of overtime regulation by the Finnish institutionsare also
discussed. The second section providesabrief snapshot of earlier empirical investigations
into theissues of overtime hoursin Europe. Thus, the motivation of the selected variables
in the estimated overtime equation is based on previous literature on the incidence of
overtimehoursat theindividual level. Inaddition, an elaborationisfocused on the available
Finnish studies on the hours of work in the manufacturing industries. Thethird section
provides a description of the individual-level data. The fourth section includes a
characterization of paid overtime hoursin anutshell by illustrating the distributions of the
most important variables and by applying akernel-density estimation. Thefifth section
providesan anaysisof theincidence of overtime hours by applying regression techniques.

In particular, the study includes a consideration of establishment characteristics on the
incidence of overtime hours at theindividual level, which has been alargely neglected
issueintheearlier literature on overtime hours. Thelast section concludes.
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2. Background

The appearance of overtime hours can be explained by following Bauer and Zimmermann
(1999). Firmsuseovertimehours(in other words, theintensivemargin of labour utilizationin
contrast to the extensive margin of labour utilization), because of the presence of thequasi-
fixed cost of employment, i.e. hiring and training costs and various employee benefitsthat are
rel ated to empl oyment but not to performed working hours. In practice, firmscan utilizeovertime
hoursin different ways. Therearetwo mgjor typesof overtime. Theso-caled transitory overtime
hours are compensated for with freetimefor theemployeesinvolved. Inthiscase, overtime
hoursare often used in order to increase theflexibility of afirm’ soperations. Onthe other
hand, there are definite overtime hourswhich are not compensated for with freetime, These
definite overtime hours can further bedivided into paid and unpaid overtime.

Theliteratureusually focuses only onthe paid definite overtime hours. Thisstudy isnot an
exception, because thereisno information on the number of unpaid overtime hoursinthe
Finnish manufacturing industries. Thefocusof the study on theincidence of the overtime
hours of manual workers means that the exclusion of unpaid overtime hoursisnot a
severe problem. Thisisdueto thefact that, among manual workers, there are hardly any
incentivesto perform unpaid overtime hours. Bell et al. (2000) provide various reasons
for performing unpaid overtime hours. Thereasons (for example, the conjecturethat unpaid
overtimework representsaform of gift exchange ala Akerlof) point out that theincidence
of unpaid overtime should be much more common among non-manua workers. However,
theinformation compiled by Statistics Finland (1995) indicatesthat therewasan increase
in unpaid overtime hours during the great slump of the early 1990s.

Employersusually pay asubstantial overtime premium. Hart and Ma (2000) providea
recent theoretical investigation into the presence of an overtime premium. The model
indicatesthat the wage premium servesto achieve contract efficiency withintheframework
of asymmetric information. Theresult isbased on the notion that with both extensive and
intensive margins of labour utilization, the wage rate alone cannot be set to achieve both
optimal separation and optimal worker utilization. Thus, the presence of an overtime
premium provides an additional instrument that can solvethe problem.

The productivity of performed overtime hoursisan important element that affectsthe
demand for overtime hours by firms. [Imakunnas (1994) provides empirical evidence
about the productivity of overtimehoursfor the Finnish manufacturing industries based on
national accounts. Theresultsindicate that the productivity of overtime hoursisabout the
same asthat of standard hours.
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Thereisapotential rolefor establishment characteristicsin theincidence of overtime
hours. In particular, small establishments should use more overtime hours. Thisobservation
would be consistent with one of the well-known stylized features in the industrial
organisation literature, which statesthat the variance of growth ratesin employment, sales
or some other key measures of economic activity tend to decline with the size of an
establishment (see Caves 1998). Thus, small establishments should utilize more overtime,
because they encounter morevolatility in demand and production.

Theingtitutional setup of the Finnish labour marketsisrelevant for theregulation of working
time and for the overtime compensation schemes. L abour market policy istheresult of a
close and long-term interplay between organised agents and the government. In fact,
Finland provides an example, par excellence, of acorporatist political and economic
system (see, for example, Vartiainen 1998). Theregulation of working timein Finlandis
therefore based onthe Working Hours Act, whichis prepared on atripartite basis (Santa-
maki-V uori and Parviainen 1996). Thismeansthat representativesof employers, employees
and government areinvolved in the reforms of the Working Hours Act. The Working
Hours Actisageneral law, supplemented in many sectors by more specific acts. Under
the Act, there are upper limits of 8 regular working hours per day and 40 per week.?
According to theWorking Hours Act, overtime comprisesthetimein excess of theregular
hours, on either adaily or weekly basis. If thelatter isused, overtime on individual days
isnot counted. Employees must also be paid extrafor overtime hoursin Finland. The
(minimum) premium for daily overtimeis50% for thefirst two hoursand 100% for each
following hour. The premium for weekly overtimeis50%, irrespective of the number of
hours.

3. Previous related studies

There are some empirical investigationsinto the issues of overtime hours. In particul ar,
Green and Mclntosh (2001) provide evidence on the intensification of labour effortin
Europe. This snapshot of the existing literatureisfocused on the studiesthat ook at the
incidence of overtimehoursat theindividual-level of the economy.

Theunregulated UK labour markets provide an interesting opportunity to investi-gatethe
incidence of overtimehours. Bell and Hart (1999) provide an anaysis of theincidence of
overtimehoursinthe UK by applying individual-level dataon malenon-manageria workers.
Theresultscan be summarized asfollows. The strai ght-timewage exertsanegativeinfluence
on overtimeincidence, which isconsistent with anincome effect. Anincreasein overtime
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hoursat theindividual level asthewage per straight-time hoursriseswould be consi stent
with the notion of the substitution effect. Straight-time weekly hours are also negatively
related to theincidence of overtime hours. The number of overtime hoursriseswith age
up tothelate 40s before declining. Thus, thereisan inverted U-profile. Central andlocal
government workerswork significantly fewer weekly overtime hours compared with the
private sector workers, whichisin linewith the notion that vari ous production fluctuations
are more frequent in the private sector of the economy.* In addition, theresultsindicate
that collective bargaining agreements succeed in reducing straight timewhileraising
overtime hourswith respect to uncovered workers.® Thisfeature enchancesthe covered/
uncovered wage differential inthe UK. Green (2001) reportsthat the dispersion of working
hours has indeed recently increased in the UK. Thus, working hours have been
concentrated in fewer households.

Bell et a. (2000) observethat the quantitative significance of both paid and unpaid overtime
isgreater inthe UK with respect to Germany. They present overtime hours equations by
applying the Tobit estimating procedure. The resultsindicate that paid overtimeismore
common among manual workers. In addition, the study includescompany sizeasapotentia
factor in explaining overtime hours. Based on a priori reasoning, it would be expected
that larger firmswould moretypically formalisetheir work arrangements. Thisisdonein
an effort to reduce various transaction costs associated with operations. Larger firms
should therefore use more paid overtime hours, but fewer unpaid overtime hours dueto
more formal work arrangements. However, the empirical resultsby Bell et al. (2000) are
mixed in thisrespect and do not provide solid evidence for the hypothesisthat the share
of paid overtime hoursishigher among largefirms.

A well-known empirical regularity saysthat overtime hoursrapidly adjust to the scal e of
economic activity.® Hart (2001) provides an elaboration of overtime hoursbased on a
panel of 28 local labour marketsfor the period 1926-1938. The resultsreveal that the
British engineering industry adjusted to the severefallsin demand during the 1930s by
cutting the hours of work. Kalwij and Gregory (2000) investigate theissue of overtime
hoursin Great Britain during the period from 1975 to 1999. The study indicatesthat asin
anumber of other countriestheincidence of overtimeindeed showsadistinct procyclical
movement during the period of investigation. The easiest way to capturethisfeature of
overtimehoursissimply tointroduceyear dummiesinto the estimated overtime equations.”

Working timeissues have been debated in Germany. Thus, there are studies of overtime

hourswith German data. Bauer and Zimmermann (1999) provide adetailed elaboration
of overtime hoursin Germany by applyingindividual-level data. The estimated overtime
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equationsare similar Tobit specifications, asin theinvestigation by Bell and Hart (1999).
Theresultsreveal that individualsworking in small firms have ahigher probability of
working overtime hours. Levelsof skill play animportant rolein theincidence of overtime
hours. In particular, skilled blue-collar workers are more likely to work overtime than
unskilled blue-collar workers.® Bauer and Zimmermann (1999) also note that the share of
overtime has declined sharply in Germany during the past few decades. Bell and Freeman
(2001) arguethat workers choose hours of work in order to gain promotions and advance
inthe distribution of earnings. The more unequally distributed U.S. earningstherefore
generate more overtime hoursthan the German earnings distribution.

Theearlier empirical research onworking timeissues hasmainly focused on one feature
of the overtime hoursin Finland. Thus, Holm and Kiander (1993), and |Imakunnas (1995)
concludethat reductionsin standard working time have had adlight employment-increasing
effect, but no effect on overtime hours. This meansthat there hasbeen no risein the share
of paid overtime hourswithin the Finnish manufacturing industries during the past few
decades (Figure 1).° In other words, in the long run the time path of actual working hours
closely follows that of standard hours working, at least in the case of the Finnish
manufacturing industries. Thisisdueto thefact that apermanent increasein overtimeisa
far too expensiveway to adjust labour input from the point of view of firms.

Figure 1. A share of overtime hourswith respect to thetotal working timein the Finnish
manufacturing industries from 1950 to 1999 (%) (Source: The Confederation of Finnish
Industry and Employers).
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However, thereisoneearlier study that appliesdetailed individua-level dataintheeaboration
of overtime hoursin the Finnish economy. Asplund (1995) hasinvestigated the underlying
incidence of overtimehoursin Finland from 1980 to 1993 by applying the sameindividual-
level data covering the manufacturing industries asin this study. However, the article by
Asplund (1995) does not include tabul ation of the estimation results concerning theincidence
of overtime hoursat theindividual level. The unreported results are said to be based on
various specifications of Tobit and Probit regressions. The mainfocusin theinvestigation by
Asplund (1995) isontheunderlying sectord composition of overtime hoursand theindividual
characteristicsin theincidence of overtime hours. Theresultsbased on theindividual -level
dataindicatethat there are somekey factorsthat explain most of theincidence of overtime
hourswithin the Finnish manufacturing industries. Thesefactorsare, by nature, rather similar
tothevariablesapplied in the empirical studiesby other countries’ data. Thesevariables
include age (i.e. young employeestend to work more overtime hoursthan older ones) and
gender (i.e. men tend to work more overtime than women). The results also reveal that
newcomerstend to work more overtime than the rest of the personnel within manufacturing
firms. In addition, there wasasharp declinein overtime hoursduring the great s ump of the
1990sin Finland. However, the study by Asplund (1995) does not includethe elaboration
of establishments’ characteristics (such asthesize of the establishment) asapotential €lement
of theunderlying incidence of overtimehoursinthemanufacturingindustriesin Finland. The
effect of establishment size on theincidence of overtime hoursisan interesting question to
address, because Hohti (2000) has recently discovered that there was an episode of
convergenceintheactua averageworking hoursacrossthe s ze categories of establishments
within the Finnish manufacturing industriesfrom 1990 to 1994.

4. The data

Theempirical investigation isbased on yearly observationsfrom 1989 to 1995. The data
coversthe manufacturing industriesin the Finnish economy. Thisnarrow focus of the
study on the manufacturing industriesis dictated by the availability of data. Itisamajor
drawback, due to the well-known empirical regularity, that in the modern industrial
economiesthe contribution of manufacturing industriesto GDP has declined considerably
during the past few decades. Thus, the modern economies have strongly tended to draw
away from the manufacturing industriestoward the service sectors. This stylized fact of
structural changein the composition of economic activity appliesto Finland.

However, despite this apparent erosion in the relative strength of the manufacturing
industries, manufacturing still representsamoreimportant rolein the Finnish economy
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compared with most of the European countries. In addition, non-manufacturing industries
represent other forms of less stable labour rel ations such as part-time work and various
temporary employment contracts (see Kauhanen 2000), which can be considered to be
substitutesfor theimplementation of overtime hoursfrom the point of view of firms.

Theindividua-level dataisfrom therecords of the Confederation of Finnish Industry and
Employers (Teollisuus ja Tyonantajat, TT). Approximately 5600 companies are members
of the Confederation. These companies employ nearly 470000 persons. The member
companies account for more than 75% of the nation’ sindustrial value added and export
income. The datais based on the fact that each year TT conducts asurvey among its
member employersand gathers detailed information on paid wages, salaries and the hours
of work of employees (see Kettunen and Marjanen 1992; K ettunen and Vartiainen 1993;
Vartiainen 1993; Asplund 1994). The sample containsall the workerswho are employed
inafirmthat isaffiliated to TT. Y ear 1990 was chosen asthe base year and within each
firm the workerswere put in order according to their mean pay and every 15th worker
wasthen selected for the sampl e. Longitudinal datawasthen created from 1990 onwards
and backwards by applying unique personal codes that identify the workers of the
manufacturing industriesin Finland. The applied version of the data coversthe situation
during thelast quarter of each year from 1989 to 1995. Thus, the data does not contain,
for exampl e, studentsthat work only during the summer vacations. The datacontains 56
135 observations.

Theindividual-level dataisoriginally from 1980to 1995. However, inthisanalysisof the
incidence of overtime hoursit isimportant to take into account the characteristics of
establishments, which are available only from 1989 onwards. Thus, the applied version of
the datain thefollowing elaborationisfrom 1989 to 1995. In addition, it isimportant to
stressthat the datais not complete linked empl oyer-employee data, becauseit contains
only the size of establishment and the share of women in the establishment.

The applied variables of theanalysisare summarized in Table 1. The Appendix provides
the sl ected descriptive statisticsfor the most important variablesin the estimated overtime
equations. Inthefollowing analysisof theincidence of overtimehoursan effortismadeto
explain a share of overtime hours in the total hours of work at the individual level
(OVERTIME). The share of overtimeis, by definition, avariable bounded by [0, 1].
However, the upper bound of thevariableisreached if and only if anindividual doesnot
perform standard hours of work at all, which isin practice out of the question owing to
the overtimeregulationsin the Finnish manufacturing industries.

49



Table 1. Descriptions of the selected variables.

Variable

Definition/measurement

Individual-level characteristics:
OVERTIME
AGE

AGE?

WAGE
WAGE?
TIME

TIME?
GENDER
NEWCOMER
LEAVER

EXPERIENCE

METROPOLITAN

Establishments' characteristics:

SIZE

SIZE?
WOMEN

Additional regional variable:

UN

Dummy variables:
INDUSTRIES

YEARS
OCCUPATIONS

Hours of overtime divided by the number of total hours

Age of an employee

AGE squared

A log of the wage of an employee divided by the
straight-time hours

WAGE squared

Straight-time hours

TIME squared

1=female, O=male

Employee that was not in the industry one year
previously, 1=newcomer, O otherwise.

Employee that leaves the industry between this year
and the next, leaver=1, 0 otherwise

Total number of yearsin which the worker appearsin

the applied data from 1980 to 1995. The variable
provides a crude measure of the professionality of an
individual in the manufacturing industries.

The collective agreement stipul ates slightly higher pay
in the metropolitan areas where the costs of living
(such as housing) are presumably higher; apersonis
living in the metropolitan area=1, 0 otherwise.

Size of establishment measured by the number of
employees

SIZE squared

Share of women in the establishment

The regional unemployment rate (%) is for the 85
Finnish subregions (the so-called NUT S4-level of the
European Union).

5-1, attached to employees based on the union code
of an employee.

7-1, from 1989 to 1995

428-1
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Most of the selected variables are (al most) self-evident. The variable WAGE does not
include any earningsfrom overtime hours, becausethen it would bean endogenousvariable
inthe overtime equation. The variable NEWCOMER capturesthe new employeesinthe
industry and the variable LEAV ER capturesthe employeesthat |eave theindustry. It can
be argued that the newcomers and the leaversare more “ volatile persons” that represent
more |oose matches between employees and establishments.’® The newcomerswant to
signal their high level of ability to their employers by extending the hours of overtime.
Theory suggeststhat overtimeisacredible signal, becauseit iscostly to theemployeein
termsof lost leisure. Altonji and Paxson (1988; 1992) interpret the variablethat indicates
aquit in the hours equation as an indication of the underlying feature of labour markets
that there are various hoursrestrictionswithin jobsinduced by employers. Thismeans
that the desire to reduce or increase hours could not be acted upon in the current match.

The applied variable EXPERIENCE isacrude measure of how attached an employeeis
to the population of manufacturing establishmentsin Finland. Thevariable EXPERIENCE
iscalculated covering the whole period from 1980 to 1995. The applied variableisan
imperfect and al so downward biased measure of genuine labour market experience,
because it does not capture at all employees’ experience outside the manufacturing
industriesin Finland.

There is an additional regional variable from 1991 to 1995, namely, the regional

unemployment rate (UN). In principle, there are two basic hypotheses concerning the
effect of the regional unemployment rate on theincidence of overtime hours. Thefirst
hypothesisisbased on the notion that the regional unemployment rate can be considered
to beaproxy variablefor local demand conditions. In other words, strong local demand
for products of manufacturingindustries could deliver alow level of unemployment anda
high level of hoursof overtime at the sametime. However, thishypothesisisnot on solid
foundations, because most of the manufacturingindustriesare not selling their final products
to theregioninwhich they arelocated. The second hypothesis, which ismore appealing,
stipulatesthat the regional unemployment rateisan indicator of the degree of tightnessin
regional labour markets. In other words, alow level of regiona unemployment could then
be associ ated with ashortage of |abour resourcesand deliver astrong demand for overtime
hours at the establishment-level of the economy.

The applied data contains no industry classification as such. However, by using the code
that delivers the information about the attachment of the employee to the collective
agreementsit ispossibleto create good proxiesfor theindustry dummies. Theindustries
of thisstudy areasfollows: (i) metal industries, (ii) textileindustries, (iii) apparel industries,

51



(iv) manufacture of wood and wood and cork products, and (v) manufacture of paper
and paper products. Thus, the study includes alarge number of dummy variables. These
variables are attached to the industries, occupations, regions (i.e. counties) and years
(because of the fluctuations of overtime hours dueto business cycles during the 1990s).

The occupation dummies are not included in thefollowing estimations due to their poor
performancein the overtime equations.

5. The characterization of overtime hours
at the individual level

Thissection of the study providesalbrief characterization of overtime hoursat theindividual
level by illustrating the distributions of the most important variables and by applying a
kernel-density estimation. Themain stylized features can be summarized asfollows. The
first fact concernsthe notion that for most of the employees overtime hours represent
only asmall part of the total hours of work. This observation isevident in the figure
showing the underlying distribution of overtime hours (Figure 2). This stylized feature
meansthat the hours of overtime are an extremely flexible part of total working timeat the
individual level, becausethereisalarge scopefor theincrease of paid overtime hours.

Figure 2. Thedistribution of OVERTIME from 1989 to 1995. Thedistributionis cut off
at 0.25, which eliminates 406 observations.
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In other words, according to the data, overtime compensation from 1989 to 1995 covers
onaverageonly about 1.8% of thetotd salary of manua workersinthe Finnishmanufacturing
industries. Thus, it seems reasonableto rel ate the incidence of overtime hoursto various
measurable characteristicsheld by individua sand establishments. Thelimited useof overtime
meansthat there must be certain underlying economic fundamentalsthat giveriseto the
utilization of overtime hoursand determinethedistribution of overtimeamongindividuals.
Thisfeature of overtime hoursa so meansthat thevariousreforms of taxation that affect the
supply of hours of work should have alargeimpact on overtime hours.

Thedigtributionsof the share of theovertimehoursat theindividual level tend to give support
to thenotion that the share of overtimeisnegatively related to the age of an employeewithin
the Finnish manufacturing industries (Tables 2a—2b). This pattern seemsto bein contrast
with anumber of earlier empirical studieson theincidence of overtimehoursthat havefound
aninverted U-shape rel ation of overtime hoursin terms of age in the European labour

Table 2a. Thedistribution of share of overtime hours across AGE groups.

AGE groups 15-30 31-45 4665
Mean 0.03090 0.02870 0.02375
25th percentile 0 0 0

50th percentile 0 0 0

75th percentile 0.04270 0.03797 0.02970
95th percentile 0.13805 0.13514 0.11688
Number of observations 12 223 28 266 18 945

Table 2b. Thedistribution of share of overtime hoursacross AGE groupsfor the population
of employeeswho have performed overtime hours.

AGE groups 15-30 31-45 4665

Mean 0.06171 0.05974 0.05418
25th percentile 0.01887 0.01805 0.01613
50th percentile 0.04308 0.04043 0.03670
75th percentile 0.08444 0.08309 0.07523
95th percentile 0.18036 0.17684 0.15777
Number of observations 6 054 12 885 7258
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markets. However, Graversen and Smith (1998) document theinverted U-profilein terms
of agefor Danish men, but areunableto find it for Danish women.

Stewart and Swaffield (1997) provide an explanation for an inverted U-shape pattern of
overtime hours with respect to age, which is based on the notion that over athird of
manual workersinthe UK would prefer to work fewer hoursat the prevailing wage than
they do. Theinverted U-profile of overtime hours can therefore berationalized asaresult
of deviations between desired and actual hours, i.e. employees are forced to work more
hoursthan they want to because of institutional forces, jobinsecurity etc. Steward and
Swaffield (1997) further argue that the fact that the age profile of desired hoursis not
matched by that in actual hours means that employers set constraints of hours above
employee preferences. [Imakunnas (1997) provides evidence that there exist agreat
number of disparitiesin desired and actual hours of work evenin Finland.*?

Theshareof the overtime hoursat theindividual level ssemsto bepositively related tothe
variable WAGE (Tables 3a—3b). The distributions suggest that the overtime hourstend
toriseat theindividua level asthewage per straight-time hoursrises, whichisconsistent
with the notion of the substitution effect. Graversen and Smith (1998) observethe positive
association for Danish workers between overtime hours and wage per straight-time hours.
Finally, the share of the overtime hours seemsto be negatively related to the size of the
establishment (Tables4a-4b). Thus, thereis preliminary evidence that the employeesin
the popul ation of small establishmentstend to work more overtime than the rest of the
workersin the manufacturing industriesin Finland.*®

Table 3a. Thedistribution of share of overtime hours across WAGE groups.

WAGE groups 7.65-8.5 8.51-9.0 9.1-11.8
Mean 0.01298 0.03351 0.13677
25th percentile 0 0 0.00472
50th percentile 0 0.00645 0.10420
75th percentile 0.01220 0.05048 0.22628
95th percentile 0.07356 0.14113 0.39098
Number of observations 22 769 30 224 887
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Table 3b. The distribution of share of overtime hours across WAGE groups for the
population of employeeswho have performed overtime hours.

WAGE groups 7.65-8.5 8.51-9.0 9.1-11.8
Mean 0.03814 0.06147 0.17814
25th percentile 0.01124 0.02041 0.06813
50th percentile 0.02778 0.04511 0.15744
75th percentile 0.05328 0.08811 0.26121
95th percentile 0.11111 0.16901 0.41304
Number of observations 7751 16 475 681

Table 4a. Thedistribution of share of overtime hoursacross SIZE groups.

SIZE groups 1-20 21-100 101-200
Mean 0.02793 0.02735 0.02344
25th percentile 0 0 0

50th percentile 0 0 0

75th percentile 0.03562 0.03793 0.03226
95th percentile 0.13636 0.12453 0.10972
Number of observations 30 779 21533 3756

Table 4b. Thedistribution of share of overtimehoursacross SIZE groupsfor the popul ation
of employeeswho have performed overtime hours.

SIZE groups 1-20 21-100 101-200
Mean 0.06216 0.05581 0.04851
25th percentile 0.01786 0.01778 0.01724
50th percentile 0.04167 0.03904 0.03390
75th percentile 0.08571 0.07818 0.06612
95th percentile 0.18505 0.16117 0.14504
Number of observations 13 829 10 553 1815
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Thedistribution of straight-time hoursreveal s additional features. Thus, Figure 3 depicts
thekerndl-density estimate of straight-time hoursfrom 1989 to 1995. The applied variable
TIME doesnot match the definition of so-called standard hours stipul ated by the collective
agreementsin the Finnish manufacturing industries. The reason isthat the data covers
manual workers that have worked only a part of the last quarter from 1989 to 1995.
Thus, the datacontains, for example, workersthat have had sick leaves during the period
of the sample. Thetemporary employment contracts associated with Christmas holidays
are an additional reason for thefact that the variable TIME does not correspond to stan-
dard hoursduring thelast quarters.

Figure 3. Kernel density estimate for TIME from 1989 to 1995.
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6. Theresults

Becausethe share of overtimeis, by definition, avariable bounded by (0, 1), itisconvenient
to estimate a Tobit specification following the recent empirical studies by Bauer and
Zimmermann (1999), and Bell and Hart (1999) asfollows:

() OVERTIME=  b'X+e if b'X +e >0
0 if b'X,+e <0,

wherethe dependent variable OVERTIME refersto theshare of overtime hourswith respect
totheindividual i, X; isavector of explanatory variables, b isavector of the estimated
coefficients, and e isanormal distributed error term with mean 0 and variance s,

The estimation results are summarized in Table 5. The resultsreveal that the hours of
overtimedivided by the number of total hours decline asan employee ages.”® Theovertime
hourstend to decline at theindividual-level asthewage per straight-time hoursrises. This
negative effect from wage per straight-hoursto overtime hoursis an indication of the
income effect. However, a specification of the overtime equation that includes regional
dummies (reported asModel 2in Table5) impliesthat thereis, infact, anincreasein the
share of overtime hours asthe wage per straight-timerises, which isindeed consistent
with asubstitution effect. Anincreaseinthe straight-time hoursgivesamild declineinthe
overtime hours. The Finnish resultsarethereforein linewith the observations by Bell and
Hart (1999) that straight-time weekly hours are negatively related to the incidence of
overtime hoursinthe UK.

57



Table 5. Theresultsfrom Tobit regressions (dependent variable: OVERTIME).

Model 1 Model 2

Coefficients t-statistics  Coefficients t-statistics
AGE 0.00118 2.33 0.00121 241
AGE? -0.02087 -3.35 -0.02028 -3.28
WAGE 0.69359 6.96 0.38551 3.89
WAGE? -2.88209 -4.90 -0.98603 -1.68
TIME 0.00027 11.65 0.00027 11.79
TIME? -0.00386 -5.12 -0.00388 -5.19
GENDER -0.00707 -6.98 -0.00621 -6.07
NEWCOMER 0.01700 12.74 0.01620 12.34
LEAVER -0.00368 -3.01 -0.00353 -2.91
EXPERIENCE -0.00114 -10.91 -0.00122 -11.41
METROPOLITAN 0.00001 0.08 -0.00331 -0.69
SIZE -0.00025 -23.86 -0.00026 -15.39
WOMEN -0.00014 -2.21 -0.00011 -1.75
Constant 2.60830 3.01 -0.31172 -0.36
Dummy variables
INDUSTRIES Yes Yes
YEARS Yes Yes
OCCUPATIONS No No
REGIONS No Yes
Log-likelihood 14518.8 15906.1
Observations 55 896 55 896
Censored observations 29 776 29 776

Theobservation that adeclinein straight hourswould lead (other things being equal) to an
increasein overtime hoursisnot favourabl e to the conduct of work-sharing inthe Finnish
manufacturing industries.* However, thevariationin thevariable TIME comes, in addition
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to negotiated working-timereductions, from part-timework, absence dueto sick leaves,
holidaysetc., and from the inclusion of the employeesthat are newcomersand leavers
during thelast quarters.’

Maleswork more overtime.*® The reason can be the division of labour withinfamilies.
Thus, familieslike to extend the hours of work by males, because malestypically have
higher hourly wage prospects. Femal es often have looser connectionsto the labour mar-
ket in Finland too, at |east during their childbearing years, when they, to alarger extent
than males, work part-time or are out of the labour force (for example, dueto maternity
leaves).t®

Newcomerstend to work more overtime, but leaverswork less overtime. Theresultsare
thereforein linewith the notion that newcomerswant to signal their high level of ability to
their employers by extending the hours of overtime. The observation that leaverswork
lessovertimeisinlinewith the conjecturethat adeclinein overtime hours could serve as
a signal that the employee is about to separate from the current match. The results
concerning newcomers and | eavers mean that the enormous magnitude of grossworker
flowsin the economies can perhaps partly be explained by the fact that there are hours
restrictions within jobsinduced by employers.?® M ore experienced employeestend to
work fewer overtime hoursin the Finnish manufacturing industries. An explanation of this
feature of the incidence of overtime hours could be that senior workers tend to work
more unpaid overtime, because they occupy higher positionswithin establishments. The
variable METROPOLITAN isnot astatistically significant factor to explain theincidence
of overtime hours.

Asto the establishment characteristics, the hours of overtime are definitely morefrequent
inthe population of small establishmentsin the Finnish manufacturing industries. This
particular observation is consistent with a stylized feature that was discussed earlier,
according to which thevariance of growth ratesin the measures of economic activity tend
to declinewith the size of an establishment. Small establishmentstherefore utilize more
overtime dueto thefact that they encounter more volatility in demand and production.

Thefollowing focuses more closely on this establishment size effect by using different
specificationsand illustrating how this effect interactswith economic factors. Theestimation
resultsindicate that thereisno empirical evidencefor the presence of aquadratic effect
for the establishment s ze within the manufacturing industriesin Finland (reported asM odel
3inTable6). Thus, thesimplelinear specification of the overtime equation capturesthe
effect.
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Table 6. Theresultsfrom Tobit regressions (dependent variable: OVERTIME). The Model
4isestimated from 1991 to 1995.

Model 3 Model 4
Coefficients t-statistics  Coefficients t-statistics

AGE 0.00123 2.43 0.00130 1.96
AGE? -0.02159 -3.45 -0.02229 -2.71
WAGE 0.69170 6.94 0.75799 6.00
WAGE? -2.87012 -4.87 -3.28671 -4.38
TIME 0.00027 11.63 0.00035 11.69
TIME? -0.00384 -5.10 -0.00597 -6.21
GENDER -0.00729 -7.13 -0.00631 -4.93
NEWCOMER 0.01707 12.78 0.02000 11.40
LEAVER -0.00372 -3.03 -0.00432 -2.62
EXPERIENCE -0.00112 -10.69 -0.00109 -8.63
METROPOLITAN 0.00022 0.27 -0.00017 -0.16
SIZE -0.00019 -4.71 -0.00023 -17.89
SIZE? -0.00092 -1.61 . .
WOMEN -0.00019 -2.69 -0.00013 -1.77
UN y . 0.00007 0.47
Constant 2.59426 2.99 3.19497 2.89

Dummy variables:

INDUSTRIES Yes Yes
YEARS Yes Yes
OCCUPATIONS No No
REGIONS No No
Log-likelihood 14520.1 8638.4
Observations 55 896 36 795
Censored observations 29 776 20 108
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In order to investigate the business cycle effects, the rel ationship of overtime hoursand
the size of an establishment were estimated separately for each year from 1989 to 1995
(Table7). Theyear 1991 constituted the bottom of the great Finnish slump of the early
1990s measured by the net rate of employment change. Theresultsthereforereveal that
the observation that overtime hoursdeclinein the size of an establishment a so held during
the great depression.

Table 7. Theresultsfrom Tobit regressions (dependent variable: OVERTIME). The Tobit
regressions are estimated separately for each year from 1989 to 1995. To save space
only the estimated coefficientsfor the variable SIZE are shown. (The detailed results are
available from the author upon request.) The control variables are the same (excluding
year dummies) astheonesin Model 1 reportedin Table5.

Variable Coefficient t-statistics Number of
observations
SIZE (year=1989) -0.00033 -13.59 9 868
SIZE (year=1990) -0.00023 -8.62 9233
SIZE (year=1991) -0.00013 -4.31 8155
SIZE (year=1992) -0.00018 -5.78 7399
SIZE (year=1993) -0.00030 -90.71 6799
SIZE (year=1994) -0.00036 -13.57 7129
SIZE (year=1995) -0.00024 -8.20 7313

However, the conclusion based on the 95% confidence intervals of the estimated
coefficientsof thevariable SIZE indicatesthat the effect of establishments' sizeonovertime
hourswas slightly milder at the bottom of the slump of the early 1990s than before and
after the depression. This feature of adjustment means that the population of small
establishmentstail ored |abour input downwards proportional ly moreviareducing the hours
of overtime during the great slump of the early 1990s. This pattern of overtime hoursis
consistent with an earlier observation by Hohti (2000) for the Finnish manufacturing
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industries, according to which there was an episode of convergencein the actual average
working hours across the size categories of establishments from 1990 to 1994. An
explanation for this feature of overtime is that the hours of overtime are, for small
establishments, anatura starting point when downsi zing labour input, owing to thesmallness
of these establishmentsin terms of aggregate employment when slumps occur. Thus, the
stylized feature that paid overtime hours are more common among small establishments
does not collapse during times of extreme economic slowdown, and the magnitude of this
effect has definitely been procyclical from 1989 to 1995. These observations mean that
the small plants seemto react differently to variationsin product demand, which mostly
varieswithtime.

The establishmentsthat have |essthan twenty employeeswere omitted from the data, but
theresult according to which overtime hoursare more common among small establishments
remained.? In this case, the estimated coefficient for the variable SIZE is-0.00010 with
corresponding t-statistics of -6.92.2 Thus, the stylized feature according to which overtime
hours are more common among small establishmentsisnot driven by the smallest plants,
either.

The overtime equation was estimated separately for thefiveindustries of thisstudy (Table
8). The estimations reveal that overtime hours are more common among small
establishmentswithin the metal industries, the manufacture of wood and wood and cork
products, and the manufacture of paper and paper products that constitute the major
partsof the Finnish manufacturing industries. In contrast, thereis no relationship between
overtimehoursand the size of an establishment at al withinthetextileindustries. Inaddition,
within the apparel industries the hours of overtime are actually more common among
larger establishments.

The basic difference between these industriesisthe fact that the metal industries, the
manufacture of wood and wood and cork products, and the manufacture of paper and
paper products are more capital-intensive by nature than the textileindustries and the
apparel industries. Thus, the moreflexibleworking hoursin termsof overtime hoursare
used within these capital-intensive industries in order to take full advantage of
establishments' accumulated capital stock in the volatile environment in which small
establishmentsare positioned.
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Table 8. Theresultsfrom Tobit regressions (dependent variable: OVERTIME). The Tobit
regressions are estimated separately for each industries of the datafrom 1989 to 1995.
To save space only the estimated coefficients for the variable SIZE are shown. (The
detailed results are avail able from the author upon request.) The control variablesarethe
same (excluding industry dummies) astheonesin Model 1 reportedin Table5.

Industry Coefficient t-statistics Number of
observations

Themetd industries -0.00026 -19.62 31 085

Thetextileindustries 0.00028 1.10 2650

The apparel industries 0.00085 3.42 2356

The manufacture of wood

and wood and cork products  -0.00011 -5.70 13 342

The manufacture of paper and
paper products -0.00049 -4.48 6 463

Allinall, the estimation results suggest that the preferred estimate of the SIZE effect
seemsto bearound 0.00025. The estimated effect ismoderate by its magnitude, because
itimpliesthat the average share of overtime hourswould be 0.04 percentage points|ower
in establishmentsthat have 180 employees compared with the establishmentsthat have
only twenty employees. The magnitude of the estimated SI ZE effect isthereforenicely in
linewith the distributions of overtime hours acrossthe SIZE groupsthat werereportedin
Tables4a-4b.

Theresultsfurther show that the regional unemployment rate hasno overall rolein the
determination of overtime hours (reported asModel 4 in Table 6). In other words, the
degree of tightnessin regional labour markets had noimpact on theincidence of overtime
hoursfrom 1991 to 1995. Theresult can berationalized by noting that the Finnish economy
experienced an extreme economic slowdown during the early 1990s. Therewastherefore
no shortage of employees. Infact, the regional unemployment rate has no impact on the
incidence of overtime hours even when the overtime equation is estimated separately for
theyear 1995, which constituted the second year of the recovery from the great slump of
the early 1990s measured by the net rate of employment change. Thus, in this casethe
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estimated coefficient for the variable UN is-0.00020 with corresponding t-statistics of -
0.64.2* An additional reason for the fact that the regional unemployment rate had no
impact on the incidence of overtime hoursisthat there was an increase in the pace of
interregional migration that started in 1994 (see, for example, Pekkalaand Ritsil&2001),
which loosened the constraints given by regional |abour markets.

However, an investigation of the interaction of establishment size with the regional
unemployment rate reveal san interesting pattern of adjustment in overtime hours. There
is, namely, apositive effect from the regional unemployment rate to the share of overtime
hoursin the population of thesmall plantsthat have lessthan twenty employees (Table9).
The result may arise at least partly due to the fact that the data of this study does not
contain variablesthat capture features such asthe profitability of an establishment. The
population of the small plants can therefore be more profitable and thus utilize more
overtimehoursdespitethefact that they arelocated in the regions of the high unemployment
rate. Another possibleinterpretation isthat anincreasein theregional unemployment rate
yieldsanincreasein the perception of job instability that inducesworkersto extend their
overtimein order to signal their commitment to their employer in the popul ation of the
small plants. In contrast, thereis anegative relationship between the share of overtime
hoursand theregional unemployment rate in the population of the plantsthat have more
than twenty employees. In other words, these plantsindeed utilize less overtimein the
regions of ahigh unemployment rate, whichisconsi stent with an earlier notion that alow
level of theregional unemployment rate is associated with ashortage of labour resources
andyieldsastrong demand for overtime hours. Theresultstherefore underlinethefeature
that the small plantsreact differently to regional labour market tightness.

Table 9. Theresultsfrom Tobit regressions (dependent variable: OVERTIME). The Tobit
regression are estimated separately for the popul ation of the small plants (i.e. plantsthat
have |ess than twenty employees) and for therest of the plantsfrom 1991 to 1995. To
save space only the estimated coefficientsfor thevariable UN (theregiona unemployment
rate) are shown. (The detail ed results are available from the author upon request.) The
control variables are the same asthe onesin Model 1 reportedin Table5.

Coefficient t-statistics Number of
observations

Thesmall plants 0.00064 2.99 19 984

Therest of the plants -0.00071 -3.21 16 135
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The share of women in the establi shment has anegative effect ontheincidence of overtime
hoursin the Finnish manufacturing industries. All industry and year dummiesincluded are
statistically significant ones. Thus, there are strong industry effects. In particular, the
incidence of overtime hoursis (other things being equal) morefrequent in the manufacture
of paper and paper products. Thisnotion isin line with common sense, because the
manufacture of paper and paper productsis characterized by strong fluctuationsin demand
and the high capital intensivity of production meansthat |abour costsare only aminor part
of thetotal costsfor the establishmentsin thisindustry.

For the sake of robustness, the overtime equation was estimated from 1980 to 1995
without the establishments' characteristics. The period from 1980 to 1995 includes 150
161 observations. All other resultsremained the same except thefeature that the estimation
covering the period from 1980 to 1995 does not give statistically significant resultsfor the
variable LEAVER. Thus, the applied data covering the period from 1980 to 1995 is not
in line with the view that leavers tend to work fewer overtime hours in the Finnish
manufacturing industries.

The overtime equation was a so estimated by including dummiesin regions (i.e. counties)
of the Finnish economy. These estimation results (reported asModel 2in Table5) are
the same as the above except for the notion that the variablesWOMEN and WAGE?
arenot statistically significant in this specification of the overtime equation. Theinclusion
of dummiesin regions therefore dispels the notion that the share of women in the
establishment deliversanegative effect to theincidence of overtime hoursin the Finnish
manufacturing industries.

7. Conclusions

The study used individual-level databased on the Finnish manufacturing industriesfrom
1989 to 1995 to addresstheincidence of overtime hours. The results show that the hours
of overtimedivided by the number of total hoursdecline asan employeeages. Theovertime
hours also declinein wage per straight-time hoursand in straight-time hours. Theresults
are broadly in line with those obtained from the empirical studiesthat use UK datain
overtimehoursat theindividual level. Inaddition, the estimation results show that males
and newcomerstend to work more overtime, but leaverswork less overtime.

Asto the establishment characteristics, the hours of overtime are definitely more frequent
inthe population of small establishments. The share of women in the establishment has
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anegative effect on the incidence of overtime hoursin the Finnish manufacturing
industries. The degree of tightnessin regional labour markets had no overall impact on
the incidence of overtime hours from 1991 to 1995, but the impact of the regional
unemployment rate on theincidence of overtime hoursdiffered sharply between the
population of thesmall plants(i.e. plantsthat have lessthan twenty employees) and the
rest of the plants.
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Appendix

Selected descriptive statistics (from 1989 to 1995). The descriptive statistics for the
regiona unemployment rate (UN) arefrom 1991 to 1995.

Variable MEAN STD MIN MAX
OVERTIME 0.027 0.050 0 0.93
AGE 39.5 10.1 15 65
WAGE 8.56 0.27 7.65 11.8
TIME 362.5 101.2 1 827
EXPERIENCE 10.0 4.95 1 16
SIZE 32.3 37.6 1 200
WOMEN 3.34 7.06 0 100
UN 18.3 5.7 4.8 334
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! Kiander and Vartia (1996) provide a description of the great slump of the early 1990s.
2 Contensou and Vranceanu (2000) provide an elaboration of working time issues.

3 Voth (2000) observes that there was a sharp increase in the length of average annual
working time during the early stages of industrialization in England. Thistrend wasreversed
during the late 1800s. Maddison (1995) shows that average hours of work in advanced
OECD countries fell from around 3000 hours a year in 1870 to between 1500 and 2000
hoursayear by 1990. Evans, Lippoldt and Marianna (2001) note that the long-term decline
in average annual hours has slowed down in ailmost all the OECD countriesin recent years.
Hunt (1998) provides an international comparision of standard hours for full-time
manufacturing workers in selected industrialized countries. The shortest standard weekly
hours are performed in Western Germany, where standard weekly hours consists of 36.4
hours.

4Thisnotionisatautology in the case of Finland, because the output of the public sector is
defined as a sum of hours by Statistics Finland. The other reasons for the low share of
overtime hourswithin the public sector may include tight labour contracts and tight budget
ceilings, which do not allow paid overtime hours. Overtime hours could be used evenin the
total absence of fluctuationsin production, due to the fixed costs of hiring and training new
employees. Fluctuations may increase the utilization of overtime hourswithout increasing
the total working time if overtime hours are compensated for with time off instead of
increased earnings. The latter case corresponds to the so-called transitory overtime hours
that are used to increase the flexibility of afirm’s operations.

5 The consideration of collective agreements on the incidence of overtime hours in the
Finnish manufacturing industriesis not possible, because the binding collective agreements
cover the whol e of the manufacturing industriesin Finland.

6Overtime hours are sometimes used as a leading indicator of economic activity. Golden
and Glosser (1994) observe that the length of the average working week in the U.S.
manufacturing industries has become less associated with the business cycle over the past
few decades.

"Thefollowing analysis of overtime hours within the Finnish manufacturing industries does
not incorporate macroeconomic indicators, because the focus of the study ison theincidence
of overtime hours at theindividual level.

8The consideration of education of workers on the incidence of overtimeisnot possible due
to the fact that the data does not contain an education code at all. However, it can be
argued that education is not important in the incidence of overtime hours owing to the
homogeneity of the labour force within the Finnish manufacturing industries.

°Figure 1 impliesthat the average for the variable OVERTIME from 1989 to 1995 is 3.3%.
In contrast, the applied version of theindividual-level dataimpliesthat the average for the
variable OVERTIME is 2.7% for the same period (see Appendix). This discrepancy is due
to the fact that the applied individual-level data covers only the last quarter of each year
from 1989 to 1995. According to Skans (2001), the share of overtime hourswas on average
2.85% for daytime workers within Swedish manufacturing industries during the second
quarter from 1989 to 1992 and 3.7% for 2-shift workers.

©]n fact, Lazear (1998) arguesthat firmslike to hire risky workersin order to cash option
values. Risky workers have some additional value from the point of view of firms because
a better-than-expected worker can be kept and a worse-than-expected can be forced out
of the match via layoff. This feature of the optimal hiring policy is due to the fact that
incompl ete information between employer and employee means that the underlying quality
of anew match will reveal itself only through experimentation. In particular, firmsin growing
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industries should prefer young, high variance workers and be characterized by high worker
turnover rates.

1 The unreported results show that overtime compensation divided by overtime hours is
higher in the smaller plantsin the Finnish manufacturing industries. Bauer and Zimmermann
(1999) investigate the determination of overtime compensation in Germany.

12Clark (1998) and Evans, Lippoldt and Marianna (2001) report that the disparity between
actual and desired hoursis common across OECD countries. Torp and Barth (2001) report
that full-time workers typically want shorter working hours and part-time workers want
longer working hours. Hunt (1998) observes that the gap between actual and desired hours
has been narrowed by reductions in standard hoursin Germany.

B Theimpression is biased by the fact that the turnover in terms of entry and exit is much
higher among small plants. Naturally, overtime hours are observed only in the casethat itis
anumber above zero. In addition, it can be argued that the result according to which there
is a decline in the share of overtime hours in the size establishment is based on simple
arithmetics, because it is not possible for small establishments to make proportionately
small changes in the number of their personnel. However, this discreteness of adjustment
of labour input in the population of small establishments does not make the feature less
interesting and it must also be noted that the distinction between paid and unpaid overtime
hours complicates this simple pattern.

14The Epanechnikov isthe applied kernel density estimate. It hasthe property that it isthe
most efficient in minimizing the mean integrated squared error. DiNardo and Tobias (2001)
provide a survey of nonparametric density and regression estimation.

5 The derivation of the estimated equation with respect to the variable AGE reveals the
fact that all observations of the data are on the declining section of the estimated parable.
This same pattern extends to the variables WAGE and TIME.

16 n fact, an increase in paid or unpaid overtime hours can even reverse the supposed
positive employment effects of work-sharing. Hamermesh (1993) provides a summary of
the empirical studies.

Theinclusion of year dummies diminishesthe variation in the TIME variable that comes
from the reductionsin standard working hours, because the Finnish manufacturing industries
are characterized by binding collective agreements. Calmfors and Hoel (1988) provide a
theoretical analysis of the employment effects of reduced standard working hours when
overtimeisallowed to adjust in firms. Calmfors and Hoel (1988) stress that areduction in
standard working hours may increase the costs per worker in relation to the cost of overtime.
Thus, firms substitute overtime for workers. This substitution effect may reduce employment
when output isfixed by demand. Hunt (1999) is able to exploit the cross-industry variation
in standard hoursin order to study the effects of work-sharing in Germany.

18 About 73% of employees are males in the Finnish manufacturing industries.
¥1Imakunnas (1997) provides arecent study on Finnish female labour supply.

2 Davis and Haltiwanger (1999) provide a survey of the literature on gross job and worker
flows.

ATheresult is somewhat contradictory with the observation by Eriksson and Fellman (1995),
according to which operating hours of firms tend to rise in plant size within the Finnish
manufacturing industries.

2Thisrestriction eliminates 29 722 observations.
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ZThe specification applies the same control variablesas Model 1 that isreportedin Table5.

%The specification applies the same control variables (excluding year dummies) as Model
1that isreported in Table 5.
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Abstract

Theaim of thisstudy isto characterize the structure and the evol ution of Finnish regional
labour marketsin terms of grossjob and worker flows using establishment-level data.
Thereisno solid evidencethat the grossjob creation rateis on average lower in Eastern
and Northern Finland. Therapid risein regional unemployment disparitiesin the 1990s
can be explained viatherisein the disparitiesin the gross job destruction rates across
regionsduring thegreat S ump of theearly 1990s. Therearea so distinct regional differences
in the adjustment of |abour demand at the establishment level.
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1. Introduction

Market economiesarein astate of continuous turbulence. Joseph A. Schumpeter (1942)
called thisunderlying process of capitalism “creative destruction”. In fact, according to
the growing number of establishment-level studies, it isfair to say that the continuous
reall ocation and the reorgani sation of scarce resources culminatesin the function of labour
markets, where the reall ocation of resourcestakesthe form of grossjob flows(i.e. job
creation and destruction), and grossworker flows(i.e. hirings and separations of workers).

Thisreorganisation view of labour markets underlinesthe fact that the pool of available
jobsisnot stagnant over time. Instead, the labour markets are subject to simultaneous
job creation and destruction. There aretwo broad approachesto characterizethisstructural
changein labour marketsin terms of grossjob and worker flows. The so-called excess
job reallocation providesameasure of structural change among the plants of the economy.
In contrast, the fact that the availabl e vacancies of the labour markets are al so subject to
variousidiosyncratic shockswithin plantsis captured by the so-called churning rate. These
key concepts of the underlying structural change of labour markets are defined in the
following section of thisstudy.

There has been abulk of research on grossjob and worker flows based on cross-country
comparisions.! In particular, according to the theoretical model by Bertolaand Rogerson
(1997), the rate of job reall ocation should be adecreasing function in wage dispersion.
This feature of gross job flows explains part of the widely observed puzzle that the
underlying turnover rates of the economies are roughly equal in Europe with respect to
the United States despite the stylized fact that |abour markets tend to be moreregulated
in Europe. In contrast to these cross-country comparisions, the following study provides
detailed empirical evidencefor theview that there are differencesin grossjob and worker
flowswithin the same country despite the presence of the sameingtitutional characteristics
(including labour market regulations) across regions. The major advantage of the
comparision of grossjob and worker flowswithin the same country with respect to available
cross-country studiesisthe fact that the measurement of grossjob and worker flowsis
based on the same data acrossregions. This meansthat the emergence of measurement
problems and conceptual differences do not hamper the comparision of grossand worker
flowsacrossregions.

Theissues concerning regional labour markets have gained growing interest in Finland,

because there hasbeen arapid risein theregional disparitiesin unemployment ratesasa
part of the export-led recovery from the great depression of the early 1990s (see, for
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example, Bockerman 1998; Tervo 1998; Huovari 1999). However, the availableempirical
studieson Finnish regional labour markets have been conducted by using aggregate data
on (net) employment changes.2 The main shortcoming of thesetraditional investigations of
aggregate outcomeisthat they mask the underlying establishment-level dynamicsof |abour-
demand adjustment in Finnish regiona labour markets. In other words, theexisting empirical
studiesthat focus solely on (net) employment changes provide anincompleteand potentialy
misleading picture of regional labour marketsin Finland. Aswill beshowninthefollowing
sections of this study, the focus on (net) empl oyment changes gives, for instance, far too
dismal apicture of the nature of high unemployment in Eastern and Northern Finland.

Theaim of thisstudy isto characterizethe structure and the evolution of Finnish regional
labour marketsin terms of grossjob and worker flows. The study exploresthe disparities
intheregional labour market adjustment during an episode of extremeturbulenceinthe
Finnish economy. In particular, the study isfocused on the blow of the great slump of the
early 1990s and the following recovery from 1994 to 1997. In addition, the genuine
regional elementsin grossjob and worker flows are separated from the effects of industry
structure. Thus, thisstudy fillsan important gap in the literature on the regional labour
marketsin Finland. The evaluation of gross job and worker flows decomposes the net
employment change and constitutes a coherent picture of regional labour marketsin Fin-
land. The study isbased on detailed establishment-level analysis. The sectoral composition
of the study also goes, as in llmakunnas and Maliranta (2000a), beyond narrow
“manucentrism”, which has been atypical feature of earlier empirica investigationsinto
grossjob and worker flows.

Thisstudy appearsin eight sections. Thefirst section of the study providesthe applied
measures of grossjob and worker flows. The second section provides abrief snapshot of
the so-called “basic facts” of the literature on job creation and destruction and gross
worker flows. These basic facts of the literature constitute the hypotheses about gross
job and worker flows. The third section of the study articulates the most important
underlying propertiesof the establishment-level data. Thefourth sectionisaninvestigation
of grossjob flowsin Finnish regional labour markets. Thefifth section of the study includes
the elaboration of grossworker flows and the so-called churning rate. The sixth section
provides an elaboration of genuine regional elementsin grossjob and worker flows by
applying regression techniques. In addition, the section provides a discussion about the
extent to which someimportant patterns of regional grossjob and worker flows can be
reduced to the differencesin theindustry structure of the Finnish regionsby applying the
2-digit standard industry classification. Thelast section concludesthe study.
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2. The applied measures of gross job and worker flows

The gross flows of jobs and workers are measured as the number of jobs created or
destroyed or workersmoving in and out of establishments (i.e. hirings and separations of
workers). Thismeansthat the measure of thejob creation rateiscal culated asfollows:

() JC,=&DE'I(QA,E,+4& E )I2),

where E denotes employment in firm i year ¢ and the superscript “ +” refersto positive
changes. The number of employees is measured by the average of period ¢ and ¢-/
employment. In other words, to convert time-z job creation and destruction measuresto
rates, job creation and destruction are divided by the average of employment at  and ¢-
1 inorder to achieve several technical advantages over more conventional growth rate
measures (see, for example, Davis, Haltiwanger and Schuh 1996, 189-190).

Unlikethe conventional growth rate measures, which divide employment change by lagged
employment and range from —1.0to ¥, the applied growth rate measure ranges from —
2.0to 2.0 and the growth rate measure is symmetric around zero. |n addition, Baldwin
and Picot (1995) argue that this average measurement also removes part of the bias
induced by transitory movements of the economy.®

The measure of thejob destruction rateis cal culated asfollows:

(2 JD,=¢a&DE, ¢c/((& E,+& E )I2)

Thus, the job destruction rate is defined as the absolute val ue of the sum of negative
employment changes, divided by the average number of employees. The superscript “-”

refersto negative changes.

The definitions of job creation and destruction mean that the net rate of change of
employment (NET) issimply the difference of the measuresof job creation and destruction:

(3 NET,=JC,- 1D,

The sum of job creation and destruction ratesis called the grossjob reallocation rate
IR):

(4) IR =JC +ID,
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Theexcessjob reall ocation rate (EJR) equals (gross) job reall ocation minusthe absolute
value of the net employment change:

(5) EJR=JR -¢NET,¢

Thismeansthat excessjob reallocation isan index of simultaneous job creation and
destructioninthe economy. Thus, itisalso anatural measure of heterogeneity in the plant-
level employment outcome among plants. In other words, if excessjob reallocationis
above zero, then the magnitude of (gross) job reallocation isabovewhat has been necessary
to accommaodate the net employment changes of the regional labour markets.

Comparison of informationin two consecutiveyears can beused for cal culating the number
of employeeswho have entered aplant during the year and are still working at the same
plant (see, for example, lImakunnas, Laaksonen and Maliranta 1999). The sum of these
employeesover all plantsisworker inflow, or hiring. It isalso possible to identify those
employees who are no longer working at a plant. This means that the sum of these
employeesisworker outflow, or separation.

Dividing theworker inflow and outflow inaperiod of time by the average of employment
in periodsz and ¢-1 deliverstheworker inflow rate (WIF) and the worker outflow rate
(WOF). Thedifference between WIF and WOF isthe net rate of changein employment:

(6) NET,=WIF, - WOF,

Also, theworker flow rate (WF) is simply the sum of the hiring (WIF) and separation
rates (WOF). In addition, the so-called churning rate (CF) can be defined asfollows:

(7) CF =WF -JR

The churning rate can al so be called by the expression “excessworker turnover rate” for
obviousreasons. These definitions mean that the churning rate tiesworker flowsand job
flowstogether and, therefore, compl etes the picture of the underlying dynamics of |abour
adjustment at the establishment level in Finnish regional 1abour markets. In addition, the
churning rateisanatural measure of the underlying structural change of regional |abour
marketswithin plants.
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3. The “basic facts” of the literature

Theempirical literature on grossjob and worker flows contains a number of so-called
“basicfacts’. It ishighly important to notethat dueto the limited availability of data, the
key empirica findingsof grossjob and worker flowsrefer mainly tothe (U.S.) manufacturing
industries (so-called “ manucentrism”).®

Thefirst basic fact of theliterature concernsthe magnitude of measured grossjob flows.
For example, using annual data, roughly 1in 10 jobs are created and another 1in10 are
destroyed each year inthe U.S. manufacturing industries. It has become clear that the
grossflowsarelarge, relativeto the net employment change. Job reallocationisalso a
large part of thetotal worker reallocation. Infact, most studiesindicatejob realocationis
about half of thetotal worker reallocation.

The second basic fact of theliterature on job creation and destruction isthe dominant role
of pure plant-specific and firm-specific factors in accounting for the largely observed
magnitudes of grossjob and worker flows (see, for example, Haltiwanger 1997). In other
words, theidiosyncratic component is predominant and most of the excessreallocationis
within narrowly defined sectors. Thismeansthat the restructuring between various sectors
isonly asmall portion of thetotal reall ocation of the economy (so-called “ sectoral shifts”).

Thethird factisthat most of thereallocation reflectsthe pers stence of underlying employment
changes. For example, Davis, Haltiwanger and Schuh (1996) report that roughly sevenin
ten newly created jobssurvivefor at least oneyear, and roughly eight inten newly destroyed
jobsfail to reappear oneyear later inthe case of U.S. manufacturing industries. After two
years, the persistence of annual job creation and destruction falls to 54% and 74%,
respectively. Thisfeature of job creation and destruction meansthat to the extent that plant-
level employment changesarea so persistent for continuing plants, they must be associated
with long-term joblessness or worker reallocation across plants.

Thefourth basic fact isthe concentration and the lumpiness of underlying employ-ment
movements. In particular, many empirical investigationsfind that birthsand deaths account
for large fractions of job creation and destruction. Births and deaths are simply the
extremes of an underlying growth-rate distribution. From aregional point of view, a
high concentration of job creation and destruction may accentuate various negative
feedback effectsonlocal economies.’
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Thefifth basic fact isabout the distinct cyclicality of job creation and destruction. Inthe
caseof U.S. manufacturing, anoteworthy feature of plant-level dataistherelatively volatile
nature of job destruction. In particular, job destruction ismore responsive to changesin
activity thanistherate of job creation (see, for example, Hall 1999). The available sample
period of the longitudinal data setsfor many European countriesis, on the other hand,
quite short, which meansthat adefinite conclusion about relative vol atility on job creation
and destruction is hard to reach with existing data sets.

Thesixthfact isthat grossjob flowsindicate some systematic differences by underlying
plant characteristics. In particular, the most important stylized fact isthat the excess
reallocation rate decreasesin the size and age of thefirmin the case of U.S. manufacturing
industries. These systematic differencesby plant characteristicsare a so found inanumber
of other countries. However, Haltiwanger and Krizan (1999) stressthat the dominance of
theidiosyncratic element servesas animportant caution in attributing net growth to plants
classified by any observable plant characteristics.

Thelist of these “basic facts’ of theliterature on grossjob and worker flowsreflects
the underlying feature that the analysis of regional labour marketsin terms of these
measures is almost a neglected issue.® Thus, this study aims to provide the most
fundamental stylized facts about Finnish regional labour marketsin terms of grossjob
and worker flows.

4. The Data

TheNordic countries, along with Finland, seem to have anumber of advantagesfor the
use of linked employer-employee data compared with other nations (see, for example,
Ilmakunnas, Malirantaand Vainiomaki 2001). In particul ar, the size of the country isquite
small, which makesit possibleto form variousregisterswhich cover the entire population
of establishments and employees. Thismeansthat thelinking process of theregistersand
other datasetsis quite manageable.

Thisstudy uses alarge longitudinal data of employees over the period from 1989 to
1997 (see lImakunnas and Maliranta 2000a).° The cal cul ation of grossjob and worker
flowsisbased on detail ed establishment-level analysis, and Finland isdivided into 20
provinces (the so-called NUTS3-level in the EU).* Figure 1 showsthe geographic
location of these provincesin Finland. The economic activity of the Finnish economy is
heavily concentrated in Southern Finland. Thus, Appendix provides selected
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Figure 1. Thelocation of provincesin Finland (Source: Statistics Finland).

01 Uusimaa

20 Ita-Uusimaa
02 Varsinais-Suomi
04 Satakunta

05 Kanta-Hame

06 Pirkanmaa

07 Paijat-Hame

08 Kymenlaakso

09 Etela-Karjala

10 Etela-Savo

11 Pohjois-Savo

12 Pohjois-Karjala

13 Keski-Suomi

14 Etela-Pohjanmaa
15 Pohjanmaa

16 Keski-Pohjanmaa
17 Pohjois-Pohjanmaa
18 Kainuu

19 Lappi

21 Ahvenanmaa

background statisticsin anutshell about the underlying economic structure of the Fin-
nish provinces.

The study provides arepresentative and comprehensive picture of grossjob and worker
flowsin Finland. The public sector isexcluded from the analysis owing to the great number
of practical problemsin deriving the measures of grossjob and worker flows. Thus, the
study includesthe non-farming business sector of the Finnish economy excluding social
and personal services.™! The applied plant-level data covers morethan 80% of thetotal
employment in the non-farming busi ness sector of the Finnish economy.

Employment Statistics constitutes the backbone of this study. It compilesinformation
about the economic activity of individual sand their background characteristicsfrom a
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large number of administrative registers. Employment Statistics coversinformation on the
employment status of the entire population in the last week of December. In the non-
farming business sector of the Finnish economy thereare morethan 1.1 million employees
in about 100 000 plants.

Employment Statisticsis amended by several availableregistersheld by Statistics Fin-
land, for example, the Business Register.?2 The Business Register is a data base that
coversregistered employersand enterprises subject to VAT and their plantsin Finland. In
particular, the unique plant identification codes are taken from the Business Register. In
addition, the Business Regi ster follows changesin the demographic structure of plants.
Theentry and exit of establishments covers about 2—3% of all employees each year.®
This meansthat the regional disparitiesin grossjob and worker flowsin Finland are
driven mainly by continuing establishments.

The employer-employee links are determined in Employment Statistics. Thus, for each
person an unique plant appearing in the Business Register is determined based on his/her
primary employer during thelast week of each year. The cal culation of underlying gross
job flows naturally requires the setup of abaseyear. Thus, the annual measures of gross
job and worker flows are cal culated from 1990 to 1997.

Figure 2. The evolution of grossjob creation (JC), grossjob destruction (JD), and the
net rate of employment change (NET=JC-JD) in the Finnish economy.
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The period of thisstudy includesthe great depression of the early 1990s, which dominates
the evolution of regional grossjob and worker flowsin Finland.** For instance, the lump
caused arapid declinein grossjob creation and asharp risein the gross job destruction
in the Finnish economy (Figure 2). Asthefigureindicates, 1991 was the year of the
steepest declinein employment during the recession. Therecovery from the bottom level
of employment started in 1994. These movementsare a so heavily present intheregional
measures of grossjob and worker flows. It istherefore interesting to investigate the
underlying fluctuations of grossjob and worker flowsand, in particular, to explorethe
disparitiesintheregional labour market adjustment at the establishment-leve of the Fin-
nish economy.

5. Gross job flows
5.1. Creation

Thejob creation rate was highest in the period from 1990 to 1997 in Pohjois-Pohjan-
maa, Lappi, Etel& Pohjanmaa and Uusimaa (Table 1). The outstanding success of Poh-
jois-Pohjanmaain termsof job creation can mainly be explained by the cluster of information
technology around the region of Oulu. In contrast, the lowest job creation rate wasin
Ahvenanmaa, Satakuntaand Péijat-Hame from 1990 to 1997. During the great depres-
sion of the early 1990stherewasasharp declineinthejob creation rate acrossall provinces
of Finland. In addition, Kainuu experienced akind of “doubledip” intermsof job creation
during the 1990s.

Oneinteresting fact isthat therewas no substantial risein regional disparitiesasmeasured
by employment-wei ghted standard deviation in terms of thejob creation rate from 1990
t0 1997. Thelevel of regional disparitieswas|owest during the great depression of the
1990s. Also, theresultsindicate that thereisno solid evidence at all for thewidely held
view that, compared with Southern Finland, thejob creation rateislower in Eastern and
Northern Finland, where the average unempl oyment rate has been much higher thanin
Southern Finland during the past few decades.
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Table 1. Job creation ratein the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG
Uusimaa 18.39 10.29 10.13 10.98 16.92 17.97 15.84 18.95 14.93
Varsinais-Suomi 16.59 1051 9.62 10.56 19.99 1849 14.60 17.85 14.78
Satakunta 1355 990 10.17 835 1826 1266 10.33 13.39 12.08
Kanta-Héme 1584 825 7.21 9.67 15.03 18.67 14.12 17.25 13.26
Pirkanmaa 2029 9.66 9.66 1111 17.00 16.59 1299 1540 14.09
Péijat-Hame 1439 7.64 843 1071 1483 1375 1237 1554 1221
Kymenlaakso 13.72 913 855 1113 1507 1652 1265 1351 1254
Etelé-Karjala 1956 1011 954 1074 1588 16.79 14.22 14.81 13.96
Etela-Savo 1478 8.78 1113 7.88 17.77 18.76 13.88 1511 1351
Pohjois-Savo 1590 922 944 1137 1727 1612 1629 17.57 14.15
Pohjois-Karjala 1519 928 8.32 10.74 16.03 17.10 12.70 14.97 13.04
K eski-Suomi 18.01 935 1044 9.64 1553 16.32 1287 1558 13.47
Etel& Pohjanmaa 16.66 10.05 11.01 10.87 20.70 19.01 13.93 17.47 14.96
Pohjanmaa 1658 9.34 1052 1112 1668 14.71 16.08 16.51 13.94
Keski-Pohjanmaa 16.04 9.51 1122 834 1506 1749 1254 1896 13.65
Pohjois-Pohjanmaa 15.99 1112 1190 12.39 19.04 2235 16.57 19.92 16.16
Kainuu 12.76 10.04 1843 953 16.02 1214 986 19.26 1351
Lappi 18.82 11.28 13.07 859 17.52 18.33 16.33 17.24 15.15
It&-Uusimaa 15.08 652 10.01 945 1578 11.08 15.66 1542 12.38
Ahvenanmaa 1484 7.87 1282 550 898 825 743 1211 9.73
STD 281 155 240 198 294 382 295 287
AVG 17.00 9.88 11.09 1046 17.32 17.01 1429 17.20
VCF 016 016 022 019 017 022 021 0.17

“STD” refersto employment-weighted standard deviation, “AVG” refersto employment-

weighted average and “V CF” refers to employment-weighted variation coefficient.

5.2. Destruction

Thejob destruction rate was, on average, highest in Lappi in the period from 1990 to
1997, and lowest in Ahvenanmaa (Table 2). In addition, thereisno evidence at all for the
equally widely held view that thejob destructionrateis, on average, higher in Eastern and

Northern Finland.

During the great depression of the early 1990s, therewasasharp risein thejob destruction
ratein all provinces. The highest level of the job destruction rate was reached during
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1991 or 1992; there were no clear-cut disparitiesin this respect across the provinces of

Finland, except in Ahvenanmaa. The highest level of thejob destruction ratewasin Kai-
nuu during the great slump of the 1990s.

Theregional disparitiesin termsof the job destruction rate were highest during the dep-
ression. Thus, the resultsindicate that during the great ssump of the early 1990stherewas
adeclineinthedisparitiesinthejob creation rate acrossall provincesof Finland, but the
pattern of job destruction was more concentrated across provinces.

Table 2. Job destruction ratein the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 16.78 21.86 20.77 19.23 14.87 14.16 12.64 12.17 16.56
Varsinais-Suomi 17.65 2051 2036 20.05 12.82 1354 13.27 10.08 16.04
Satakunta 1655 20.85 2212 1572 1142 1113 12.09 8.45 14.79
Kanta-Hame 1658 19.78 21.03 1851 11.78 14.76 12.85 10.44 15.72
Pirkanmaa 18.65 2351 1987 1849 1225 1237 1163 9.40 15.77
Paijéat-Hame 19.13 21.07 2158 19.34 1121 1218 1251 950 15.82
Kymenlaakso 16.67 20.06 1957 17.76 929 1494 1198 7.89 14.77
Etel&-Karjala 1549 24.15 2054 1813 1323 13.90 14.73 1042 16.32
Etel&Savo 17.67 2237 2216 1872 13.37 1925 1334 10.03 17.11
Pohjois-Savo 18.69 2358 2431 1822 14.46 15.18 14.08 11.83 17.54
Pohjois-Karjala 16.64 2367 2054 18.62 12.08 16.71 1321 9.05 16.32
K eski-Suomi 19.68 20.67 24.03 1877 1212 1399 10.01 8.81 16.01
Etel & Pohjanmaa 17.75 2479 2468 2090 1232 1596 1091 951 17.10
Pohjanmaa 18.45 2026 21.70 1790 1241 12.05 10.82 10.64 15.53

Keski-Pohjanmaa 20.79 2440 1859 1922 1327 13.81 10.33 12.85 16.66
Pohjois-Pohjanmaa  20.27 2250 2291 19.26 1452 1592 13.26 10.87 17.44

Kainuu 17.82 31.10 21.31 16.77 10.06 1534 1332 9.31 16.88
Lappi 2288 2535 2394 20.38 1493 1757 13.64 1243 18.89
It&-Uusimaa 1438 17.67 1920 16.20 1165 1393 1320 125 1484
Ahvenanmaa 18.01 1245 1007 1222 863 591 1284 594 10.76
STD 218 395 355 259 235 29 157 214

AVG 18.91 2313 2202 19.16 13.00 14.83 13.16 10.64

VCF 012 017 016 014 018 020 0.12 0.20

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF” refers to employment-weighted variation coefficient.
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5.3. Job reallocation

Themagnitude of grossjob reallocation was highest in Lappi, Pohjois-Pohjanmaa, and
Etel& Pohjanmaain the period from 1990 to 1997 (Table 3). Ahvenanmaa, especialy,
hasbeen “anidand of sleepy life” intermsof the reallocation of regional labour markets.
Thereissome evidencethat thelowest level of regional disparitiesintermsof grossjob
reall ocation was reached during the great depression of the early 1990s.

Theresultsal so indicate that the underlying fluctuations of grossjob reall ocation were not
countercyclical inthe Finnish regionsfrom 1990to 1997. Thisresult of thefluctuations of
grossjob flowsisin sharp contrast with one of the leading modelson grossjob flows by
Davis and Haltiwanger (1990), which argues that recessions are intensive times of
restructuring inlabour markets.*®
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Table 3. Grossjob reallocation rate in the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 3517 3215 30.90 3021 31.79 3213 2849 3283 3171
Varsinais-Suomi 3424 31.02 2998 30.61 3281 32.03 27.86 32.37 3137
Satakunta 30.10 30.75 3229 24.07 29.68 23.78 2242 29.76 27.86
Kanta-Hame 3242 28.03 2825 28.18 26.81 33.43 26.98 31.04 29.39
Pirkanmaa 38.95 33.17 2952 2961 29.24 2896 24.63 32.60 30.84
Péijat-Hame 3352 2871 30.01 30.05 26.04 2593 24.88 29.88 28.63
Kymenlaakso 30.39 29.19 2811 28.90 2436 3146 24.64 2891 28.25
Etela-Karjala 35.06 3425 30.08 2886 29.11 30.69 28.95 3246 3118
Etel& Savo 3245 31.16 3329 2659 31.14 38.01 27.22 3268 3157
Pohjois-Savo 3459 3279 33.75 29.60 31.73 31.31 30.37 3267 3210
Pohjois-Karjala 31.82 3296 28.86 29.36 2811 33.81 2591 30.89 30.22
K eski-Suomi 37.69 30.03 34.47 2841 27.65 30.31 2288 31.30 30.34
Etel&-Pohjanmaa  34.42 34.84 3569 31.77 3301 3497 2483 34.71 33.03
Pohjanmaa 35.03 29.60 3222 29.02 29.09 26.76 26.90 32.84 30.18
Keski-Pohjanmaa  36.83 3391 29.81 27.56 2833 31.30 22.87 31.26 30.23
Pohjois-Pohjanmaa 36.26 33.62 34.80 31.64 3356 3827 29.83 34.49 34.06
Kainuu 30.59 41.14 39.74 2631 26.07 27.48 23.18 30.51 30.63
Lappi 41.70 36.63 37.01 28.96 3245 35.89 29.97 3441 34.63
It&-Uusimaa 2946 2419 2921 2565 2743 25.01 28.86 29.16 27.37
Ahvenanmaa 3285 20.32 22.88 17.73 1760 14.16 20.27 21.25 20.88
STD 434 511 432 428 492 633 394 414

AVG 3592 33.01 3311 2962 30.32 31.85 2745 3291

VCF 012 015 013 014 016 02 014 013

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-

weighted average and “V CF” refers to employment-weighted variation coefficient.

5.4. Excess reallocation

Thelowest level of excessreallocation (i.e. simultaneous job creation and destruction)
was, on average, in Ahvenanmaa, Satakunta and Péijat-Hame from 1990to 1997 (Table
4). The underlying magnitude of excess reallocation has not been stronger in Southern
Finland with respect to Eastern and Northern Finland. In fact, the highest level of average

excess reallocation has been in the province of Lappi.
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There has been no continuousrisein regional disparitiesinterms of excessreallocation
across provincesin Finland. However, the patterns with respect to the fluctuations of
excess reallocation were not identical across provinces from 1990 to 1997. In some
provinces (for example, the province of Keski-Suomi), there was adeclinein excess
reallocation during the depression, but in some provinces (for exampl e, the province of
Kainuu), therewas, in fact, arisein excessreallocation during the slump of the early
1990s. Thismeansthat the structural change of regional labour markets among plants
was halted in K eski-Suomi during the depression, but in the province of Kainuu there
was, instead, an accel eration of structural change among plants during the economic
slowdown.

Table 4. Excessreallocation ratein the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 3356 20.57 20.27 21.96 29.74 28.33 2529 2434 2551
Varsinais-Suomi 33.18 21.02 1924 2112 25.63 27.09 26.53 20.17 24.25
Satakunta 27.09 19.81 2034 16.69 22.84 2225 20.66 16.91 20.82
Kanta-Hame 31.67 1649 1443 1934 2355 2952 2571 20.87 22.70
Pirkanmaa 37.30 19.32 1931 2222 2450 24.74 2327 18.80 23.68
Péijat-Hame 2877 1529 16.85 2142 2241 24.36 2474 19.00 21.61
Kymenlaakso 2743 1825 17.09 2227 1859 29.89 2396 15.78 21.66
Etela-Karjala 30.99 20.21 19.08 2147 26.46 27.80 2843 20.84 24.41
Etel&-Savo 2056 1757 2226 1575 26.74 3752 26.69 20.06 24.52
Pohjois-Savo 31.79 1844 1888 2274 2891 30.37 28.16 23.66 25.37
Pohjois-Karjala 30.38 1856 16.63 2148 24.16 3342 2540 18.10 2352
K eski-Suomi 36.02 18.71 20.88 19.29 2424 2798 20.03 17.63 23.10
Etel & Pohjanmaa 33.33 2010 22.02 21.74 24.63 31.91 21.81 19.03 24.32
Pohjanmaa 33.16 18.68 21.05 2225 24.81 2411 2164 21.27 2337

Keski-Pohjanmaa 3208 19.02 2244 16.69 2654 27.62 20.65 25.70 23.84
Pohjois-Pohjanmaa  31.97 2224 2380 24.78 29.05 31.85 2652 21.74 26.49

Kainuu 2552 20.07 36.86 19.07 20.12 24.28 19.72 18.63 23.03
Lappi 3764 2256 26.14 17.18 29.86 3513 27.28 24.86 27.58
It&-Uusimaa 28.75 13.04 20.02 1889 2329 2215 26.39 25.00 22.19
Ahvenanmaa 20.68 1574 2013 1101 1726 11.82 1485 1187 16.55
STD 456 310 474 397 471 610 423 428

AVG 33.13 19.77 21.90 20.92 2599 29.00 25.12 21.28

VCF 014 016 022 019 018 021 017 0.20

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF” refers to employment-weighted variation coefficient.
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6. Gross worker flows
6.1 Hiring

Thehiring rateisameasure of theinflow of workersinto the population of establishments.
Therewere no mgjor changesin the hiring rate from the point of view of regional disparities
from 1990t0 1997 (Table5). Thelowest level of hiring ison averagein Ahvenanmaaand
Satakunta, and the highest in Uusimaaand Pohjois-Pohjanmaa. During the great s ump of
the early 1990s there was also a sharp declinein the hiring ratein all provinces of the
Finnish economy.

The hiring rate can be decomposed by the sources of worker inflow. The worker inflow
ratefrom unemployment (WIFU) displaysadistinct regiona pattern (Table6). In particular,
theworker inflow rate from unemployment seemsto be at ahigher level in Eastern and
Northern Finland compared with Southern Finland. Thisregional pattern of the worker
inflow from unemployment is a reflection of the fact that the average duration of
unemployment spellsissubstantially shorter in Eastern and Northern Finland compared
with Southern Finland dueto the all ocation of various active labour market measuresto
the high unemployment provinces of Eastern and Northern Finland.
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Table 5. Hiring ratein theregions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 3551 22.63 20.68 21.14 28.69 31.89 29.14 3270 27.80
Varsinais-Suomi 30.17 20.81 1850 19.80 31.01 29.13 2497 30.12 25.56
Satakunta 2526 1894 1818 1622 27.04 22.87 19.56 23.64 21.46
Kanta-Hame 2055 1759 14.86 1878 24.31 28.00 2401 2843 23.19
Pirkanmaa 33.15 19.02 18.04 1930 26.59 27.14 2239 2597 23.95
P&ijat-Hame 2791 1765 16,53 1894 25.05 24.21 2220 25.70 22.27
Kymenlaakso 2587 18.63 1640 1955 24.31 26.01 2249 23.49 22.09
Etela-Karjala 31.86 18.48 16.82 18.12 23.78 27.47 2408 24.64 23.16
Etel&-Savo 2710 17.44 1874 1525 2650 28.19 2259 2447 2254
Pohjois-Savo 31.72 2156 19.75 21.74 2818 27.64 2540 27.33 2542
Pohjois-Karjala 2867 1816 1591 17.87 2589 25.93 20.84 24.07 2217
K eski-Suomi 31.13 1958 1852 1870 25.07 26.16 2256 25.63 23.42
Etel&-Pohjanmaa  28.22 19.13 1950 1895 29.98 2828 2246 26.66 24.15
Pohjanmaa 3091 17.33 19.72 17.74 2457 23.62 26.79 25.83 2331

Keski-Pohjanmaa  29.22 19.39 1925 1511 2416 26.71 2223 28.10 23.02
Pohjois-Pohjanmaa 28.94 21.39 22.15 2247 28.69 3246 26.83 31.25 26.77

Kainuu 2517 1814 26.80 1646 2540 20.07 17.73 2849 22.28
Lappi 31.78 2212 21.35 1664 2794 2843 2649 28.18 2537
It&-Uusimaa 2791 16.44 1855 16.18 26.29 19.47 2396 2588 21.84
Ahvenanmaa 20.10 1872 21.35 13.82 1876 19.23 16.46 22.12 19.95
STD 459 293 316 327 394 515 454 452

AVG 31.03 20.18 20.05 19.12 27.48 27.57 2442 28.07

VCF 015 015 016 017 014 019 019 0.16

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF’ refers to employment-weighted variation coefficient.
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Table 6. Worker inflow rate from unemployment in theregions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 078 056 187 332 641 511 322 512 330
Varsinais-Suomi 168 102 267 480 973 582 316 6.15 438
Satakunta 192 125 224 435 960 539 282 6.66 4.28
Kanta-Hame 108 087 235 446 851 548 340 691 413
Pirkanmaa 176 126 291 508 907 572 293 591 433
Péijat-Hame 128 092 226 501 884 574 351 723 435
Kymenlaakso 160 128 224 465 818 522 306 585 401
Etela-Karjala 204 106 202 450 807 619 316 663 421
Etel&-Savo 229 134 215 528 1003 553 353 762 472
Pohjois-Savo 234 134 209 531 883 563 334 751 455
Pohjois-Karjala 272 163 263 597 962 572 327 798 494
K eski-Suomi 171 146 242 515 976 686 361 7.03 475
Etel & Pohjanmaa 230 191 280 629 1302 640 362 817 556
Pohjanmaa 135 107 240 421 782 439 302 492 365

K eski-Pohjanmaa 207 161 259 552 953 6.77 390 671 484
Pohjois-Pohjanmaa 1.97 150 337 6.12 1055 6.90 375 7.99 5.27

Kainuu 259 159 253 711 936 472 278 1055 515
Lappi 268 195 340 626 979 6.87 472 889 557
It&-Uusimaa 101 100 219 383 672 439 287 504 338
Ahvenanmaa 131 075 159 286 483 561 246 598 317
STD 056 036 047 101 170 082 054 132
AVG 190 132 255 523 933 6.00 347 7.26
VCF 030 027 018 019 018 014 016 0.18

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF” refers to employment-weighted variation coefficient.

6.2. Separation

The separation rate is a measure of the outflow of workers from the population of
establishments. In addition, there have been no major changesin theregional disparities
in separation acrossthe provinces of Finland (Table 7). The lowest level of separation
has been in Ahvenanmaa, Satakunta and It&-Uusimaa. On the other hand, the highest
level of separation has beenin the provinces of Uusimaa, Lappi and Pohjois-Pohjan-
maa.
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Labour demand by firms can be tailored downwards during the depression at the
establishment level either by reducing hirings (i.e. worker inflow) or by increasing
separation (i.e. worker outflow). The resultsindicate that there wereindeed interesting
differencesin the adjustment of labour demand during the great depression of the early
1990s. For exampl e, the rapid rise in unemployment in Kainuu can be explained by a
risein the separation rate and adeclinein the hiring rate during the great depressionin
Finland.*¢ In contrast, during the same period there was no rise at all in the separation
rate in the province of Uusimaa. This meansthat therise in the unemployment ratein
Uusimaa can be explained by adeclinein the hiring rate, which, from the point of view
of the province, isan “easier” mechanism to adjust the labour demand than arisein the
separation rate.

Thevariation of the hiring rateinstead of the separation rateis, from the point of view of
union and firminsiders, amuch moredesirableway for establishmentstotailor downwards
their demand of labour during depressions. Infact, thedeclinein the hiring rate meansthat
therelative bargaining position of union and firminsiders becomes even stronger during
the times of economic slowdown. Thisisdueto the fact that the inflow of unemployed
workersinto establishments does not in this case deteriorate the bargaining power of
insiders, because the wage claims by recently unemployed workers are not as high as
whose by union and firm insidersthat have long-term contracts.

The separation rate can al so be decomposed by the destinations of worker outflow. The
worker outflow rateinto unemployment (WOFU) reveal s someinteresting features (Table
8). Theresultsindicate that the worker outflow rateinto unemployment ishighest inthe
province of Lappi. Thisobservationisconsistent with the earlier notion about therole of
variousactive labour market measuresin Eastern and Northern Finland.” In addition, itis
interesting to note that by 1997 the worker outflow rateinto unemployment had not yet
declined to thelevelsbefore the great slump of the 1990s.
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Table 7. Separation ratein the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 33.90 3420 3131 2939 2664 28.09 25.94 2593 29.43
Varsinais-Suomi 3123 30.81 29.24 2929 2384 24.18 2364 2236 26.82
Satakunta 28.26 29.89 30.13 2359 20.20 21.34 21.32 1871 24.18
Kanta-Hame 30.30 29.13 28.68 27.62 21.05 24.09 22.74 21.62 25.65
Pirkanmaa 3151 32.87 28.26 26.68 21.84 2291 21.03 19.97 25.63
Péijat-Hame 3265 31.07 29.68 27.57 2142 22.64 2234 19.66 25.88
Kymenlaakso 28.82 2957 2742 2618 1853 2443 21.82 17.87 24.33
Etela-Karjala 2779 3252 2782 2551 2112 2458 2459 20.25 25.52
Etel&-Savo 2999 31.02 29.77 26.09 2210 28.68 22.06 19.39 26.14
Pohjois-Savo 3452 3592 34.62 2859 2536 26.70 23.19 2159 28.81
Pohjois-Karjala 30.12 3255 2813 2575 21.94 2554 2135 1815 2544
K eski-Suomi 3280 3090 3212 27.82 21.67 23.83 19.70 18.86 25.96
Etela-Pohjanmaa  29.31 33.87 33.17 2898 21.60 2523 19.44 1870 26.29
Pohjanmaa 3278 2824 30.90 2452 20.29 20.97 21.54 19.95 24.90

Keski-Pohjanmaa  33.97 34.28 26.63 2599 2237 2303 20.01 2199 26.03
Pohjois-Pohjanmaa 33.23 32.77 33.16 29.34 24.18 26.04 2353 2220 28.06

Kainuu 30.23 39.21 29.68 23.70 19.44 2327 21.20 1854 25.66
Lappi 3584 36.19 3223 2842 2535 27.67 2380 2337 29.11
It&-Uusimaa 2721 2759 27.74 2293 2215 2232 2150 2296 24.30
Ahvenanmaa 32.27 2330 1860 2054 1841 16.89 21.87 1594 20.98
STD 379 459 443 382 360 390 3.08 375

AVG 3294 3342 3099 2781 2315 2539 233 2151

VCF 012 014 014 014 016 015 013 0.17

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF” refers to employment-weighted variation coefficient.
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Table 8. Worker outflow rateinto unemployment in the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 141 618 742 858 508 473 441 299 510
Varsinais-Suomi 238 6.81 837 1136 507 513 6.02 377 611
Satakunta 277 620 717 965 475 574 742 447 6.02
Kanta-Hame 227 642 864 1011 510 597 621 394 6.08
Pirkanmaa 274 7.05 715 1018 501 512 6.16 384 591
Péijat-Hame 255 590 715 1174 582 575 653 439 6.23
Kymenlaakso 276 525 535 975 457 492 650 416 541
Etela-Karjala 243 504 522 1029 523 557 800 441 577
Etela-Savo 209 418 474 1258 6.16 6.95 6.74 500 6.06
Pohjois-Savo 267 491 513 1126 601 620 6.71 482 596
Pohjois-Karjala 308 506 520 1127 648 659 7.72 539 6.35
K eski-Suomi 277 546 648 1167 635 6.47 633 450 6.25
Etel &-Pohjanmaa 299 498 6.34 139 561 642 596 397 6.28
Pohjanmaa 218 499 447 883 344 423 474 319 451

Keski-Pohjanmaa 215 486 428 1261 562 7.05 598 424 585
Pohjois-Pohjanmaa 3.10 6.18 7.76 1137 661 584 6.32 482 6.50

Kainuu 281 490 631 1094 601 806 909 516 6.66
Lappi 363 682 839 1349 7.88 7.94 7.89 631 7.79
It&-Uusimaa 220 565 6.89 7.80 411 503 426 369 4.95
Ahvenanmaa 122 254 352 574 430 376 439 223 3.46
STD 056 129 177 197 107 109 123 087
AVG 262 577 665 1117 573 614 666 446
VCF 021 022 027 018 019 018 018 0.20

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF” refers to employment-weighted variation coefficient.

6.3. Worker reallocation

Inlinewith earlier observations, the measure of worker reallocation does not indicate
major changesin regional disparities from 1990 to 1997 (Table 9). The magnitude of
worker reall ocation has been highest in Uusimaa, and the lowest worker reallocation rate
has been in the provinces of Ahvenanmaa, It&Uusimaaand Kymenlaakso. Theresults
alsoindicate that theworker reall ocation rate wasindeed procyclical from 1990 to 1997.
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Table 9. Worker reallocation rate in the regions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG
Uusimaa 69.41 56.84 51.98 5052 55.34 59.98 55.07 58.63 57.22
Varsinais-Suomi 61.40 51.62 47.74 49.08 54.85 53.30 48.60 52.48 52.38
Satakunta 5352 48.83 4831 39.81 47.23 44.20 40.88 4235 45.64
Kanta-Hame 50.85 46.72 4354 4640 4536 5210 46.75 50.06 48.85
Pirkanmaa 64.65 51.89 46.30 4598 4843 50.04 43.43 4595 49.58
Péijat-Hame 60.56 48.72 46.21 4651 46.47 46.86 44.54 4537 48.16
Kymenlaakso 5469 4820 43.83 45.73 4284 50.45 4431 41.36 46.43
Etela-Karjala 59.66 50.99 44.63 43.63 4490 52.04 48.67 44.89 48.68
Etel& Savo 57.09 48.46 4851 41.34 4860 56.87 44.65 43.86 48.67
Pohjois-Savo 66.23 57.48 54.38 50.32 5355 54.33 4859 4892 54.23
Pohjois-Karjala 58.80 50.70 44.04 43.62 47.83 51.47 4219 4223 47.61
K eski-Suomi 63.94 50.48 50.64 4652 46.74 50.00 42.26 44.48 49.38
Etel&-Pohjanmaa  57.52 5299 52.68 4793 5158 5351 4190 4536 5043
Pohjanmaa 63.69 4557 50.62 4226 44.85 4459 48.33 4578 48.21
Keski-Pohjanmaa  63.18 53.67 45.88 41.10 4653 49.74 42.24 50.09 49.05
Pohjois-Pohjanmaa 62.17 54.15 5531 51.81 52.87 5850 50.36 53.44 54.83
Kainuu 5540 57.35 56.47 40.15 44.84 43.34 38.93 47.03 4794
Lappi 67.61 58.31 5358 4506 53.28 56.09 50.29 5155 54.47
It&-Uusimaa 5512 44.03 46.29 39.12 4844 4179 4546 4884 46.14
Ahvenanmaa 61.38 42.02 39.95 3436 37.17 36.12 38.33 38.05 40.92
STD 803 703 642 689 727 877 730 811
AVG 63.98 53.60 51.03 4693 50.64 52.96 47.72 49.59
VCF 013 013 013 015 014 017 015 0.16

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-

weighted average and “V CF” refers to employment-weighted variation coefficient.

6.4. Churning

The elaboration of grossjob and worker flowstogether delivers acompl ete picture of
labour demand adjustment in theregional labour markets of Finland. Asnoted earlier, the
so-called churning rateisaso anatural measure of underlying structural changewithin
plants. Themagnitude of structural change measured by the churning rateishighin Uusi-
maa compared with the other regions of Finland (Table 10). Thismeansthat theintensity
of structural changewithin plantsisindeed high in Uusimaa, where the unemployment rate
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has been low with respect to the other provinces of Finland. In addition, therewasa
sharp declinein thechurning ratein all provincesduring the great depression of the 1990s.
Thelevel of the churning rate has been permanently lower since the great slump of the
early 1990s.

The high churning rate in Uusimaa can be explained by the high level of education of
workers, the diversity of the production structure, and the large geographical scope of
regional labour markets. In addition, migration from the rest of the country to Uusimaa
can give aboost to churning in Uusimaa, because most of theimmigrantsare young and
well-educated.®® In contrast, Kainuu hasthe lowest level of the churning rate, wherethe
unemployment rate has been highest among the regions of Finland during the past few
decades.

Theresultstherefore support the view that one of the most important underlying structural
featuresthat explain the high unemployment rate of Kainuuisthefact that structural change
doesnot “revitalize” the economic structure of the region enough. In fact, the recent
empirical investigation by [Imakunnas, Malirantaand Vainiomaki (1999) indicatesthat a
risein the churning rate givesaboost to the productivity at the establishment level after
controlling for other key factors (such as the education of workers) that affect the
productivity of establishments. Thisobservationisinlinewith productivity measuresbased
onregional GDP datathat indicate that labour productivity isindeed higher in Uusimaa
with respect tothe other provincesof Finland. Infact, aninvestigation of regional disparities
inlabour productivity by Maliranta(1997) indicatesthat thelevel of productivity in Uusi-
maaismuch higher compared with the other regions of Finland after controlling for other
key factors. Thus, it can be argued that the underlying disparitiesin churning ratesisone
of the missing pieces of the productivity puzzle of Finnish regions.
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Table 10. Churning ratein theregions of Finland.

1990 1991 1992 1993 1994 1995 1996 1997 AVG

Uusimaa 34.24 2469 21.08 20.32 2355 27.85 2659 2751 25.73
Varsinais-Suomi 27.16 20.60 17.76 1847 2205 21.27 20.74 2454 2157
Satakunta 2342 18.08 16.02 1574 1755 20.42 1846 20.51 18.78
Kanta-Hame 2743 1869 1529 1821 1855 18.66 19.78 22.37 19.87
Pirkanmaa 2571 1872 16.78 1637 19.18 21.08 18.80 21.15 19.72
Péijat-Hame 27.04 2001 16.20 1646 20.44 20.93 19.66 20.33 20.13
Kymenlaakso 2430 19.01 1571 16.84 1848 1898 19.67 19.97 19.12
Etela-Karjala 2460 16.74 1455 1477 1579 21.35 19.72 19.65 18.40
Etel& Savo 2463 1730 1522 1475 17.46 18.86 1743 1872 18.05
Pohjois-Savo 31.64 2469 20.63 20.73 21.82 23.02 1821 1952 2253
Pohjois-Karjala 2697 17.75 1518 1426 19.72 17.66 16.28 1821 1825
K eski-Suomi 2625 2045 16.17 1811 19.09 19.69 19.38 20.09 19.90
Etel & Pohjanmaa 2310 1815 16.98 16.16 1857 1854 17.07 18.38 1837
Pohjanmaa 2866 1597 1840 1324 1576 17.83 2143 1863 18.74

Keski-Pohjanmaa 2636 19.76 16.07 1353 1820 1844 1937 1829 18.75
Pohjois-Pohjanmaa  25.92 20.54 2051 20.16 19.30 20.23 20.53 22.65 21.23

Kainuu 2482 1621 16.73 1385 1877 15.86 1575 1845 17.56
Lappi 2592 2168 16,57 16.10 20.84 20.20 20.32 21.89 20.44
It&-Uusimaa 2566 1984 17.08 1347 21.02 16.79 16.60 2091 1892
Ahvenanmaa 2853 21.70 17.07 16.64 1957 2197 18.07 20.00 20.44
STD 459 3.67 299 332 321 427 400 4.09

AVG 28.06 2059 1792 1731 20.32 2111 2028 21.74

VCF 016 018 017 019 016 020 020 0.19

“STD” refers to employment-weighted standard deviation, “AVG” refers to employment-
weighted average and “V CF” refers to employment-weighted variation coefficient.

7. The elements of gross job and worker flows

This section separates the genuine regional elementsin the measures of grossjob and
worker flowsfrom the effects of years and industry-structure in the Finnish regions. The
ANOVA isbased onthe 2-digit standard industry classification that includes 46 industries
intwenty provinces of Finland over the period from 1990 to 1997. Theresultsfrom the
employment-weighted regressionsin which the regional measuresof grossjob and worker
flows along with the net rate of employment change are explained by dummy variables
that are attached to years, industries and regions are summarized in Table 11. Severa
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interesting conclusions can be drawn from these regressions. The dummy variables can
explain from 35 up to 63% of thetotal variation of grossjob and worker flows across
regions, yearsand industries. Thedummy variables can explain 38% of the net employment
changein the Finnish regions, which is close to the results concerning the measures of
grossjob and worker flows.

Table 11. Theresultsfrom employment-weighted regressionsthat evaluate and decompose
the effects of years, industries and regions to the regional measures of grossjob and
worker flowsin Finland.

JC JD NET EJR WIF WIFU WOF WOFU CF

R’ 350 398 377 390 506 630 493 613 54.7

Decomposition:

Years 353 380 795 138 304 481 232 306 221
Industries 627 605 200 835 660 481 738 66.8 64.9
Regions 20 15 04 27 36 38 3.0 2.6 131

R? refers to the sum of squares of the model (in which the regional measure of gross job
and worker flow is explained by dummy variables attached to years, industries and regions
by applying the 2-digit standard industry classification) divided by thetotal sum of sgquares.
The following rows decompose the explained part of the variation in the measure of gross
and worker flow to elements.

Thedecomposition of the explained variation (i.e. the sum of squares) into variation from
years, fromindustry structure and from regionsin grossjob and worker flows provides
additiond patterns. Remembering the extremevolatility of economic activity from 1990to
1997 inthe Finnish economy, it isnot agreat surpriseat all that animportant part (80%) of
theexplained variationin net growth rates can be attributed to years. Also, industry structures
have been subject to changes, indicated by thefact that divergencein employment growth
rates acrossindustries constitutesonefifth of the explained variation. Regiona differences,
onthe other hand, have aminor roleto play when oneis explaining employment growth.

However, thereare many differencesin theintensity of intra-industry restructuring, which
isbest indicated by the high share of the explained variation (84%) of EJR attributableto
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industry dummies.*® Differencesin EJR acrossregions are somewhat larger thanin the
case of net growth ratesin relative terms, but still quite small. It isworth noting that, in
contrast to other indicators of labour market dynamics, asignificant proportion (13%) of
the explained variation in the churning rates can be ascribed to regional effectsasdistinct
fromindustry or year effects.

Allinal, theregression resultsindicate that the underlying regional el ementsare minor
with respect to the effects arising from years and industry structure, but despitethisfact
there are also some genuineregional elementsin grossjob and worker flowsin Finland.
Therole of these genuineregional elementsismost important in the case of the churning
rate.

Theseregression results a so shed light on some specificissues of regional labour markets
in Finland.?® Before the industry-structure of the Finnish regions has been taken into
account, the net rate of employment changeislowest in the provinces of Lappi, Pohjois-
Karjala, Etelé-Savo, Pohjois-Savo and Péijdt-Hame (see also Tables 1 and 2). This
featureisreflected in the high unemployment rate of these provinces (see Appendix). In
contrast, the net rate of employment changeis highest in the province of Pohjois-Pohjan-
maa, Uusimaaand Varsinais-Suomi. However, astriking finding of theseregression results
isthat, after taking into account theindustry structure of theregions, theregional disparities
inthe net employment changes vanish almost completely. In fact, the resultsindicate that
only theprovince of Lappi hashad significantly poorer net employment growth than others,
whentheindustry structureis controlled. The provinces of Uusimaaand Pohjois-Pohjan-
maaremain only major positiveoutliers. In other words, the differencesin net employment
growth rates between regionsin the period from 1990 to 1997 can be reduced mainly to
thedifferencesintheindustry structures of theregions.

Regression analysis, however, revealsthat alarge share of the differencesin grossjob
and worker flowsthat were described in the earlier parts of this study cannot be explained
by the industry-structure of the Finnish regions. For instance, worker outflow into
unemployment aswell asworker inflow from unemployment has been particularly highin
Lappi. Controlsfor industry structure even reinforcethis conclusion. Some other provinces
have also relatively high unemployment flows that cannot be explained by industry-
structures. They include Pohjois-Pohjanmaaand Kainuuin Northern Finland, for example.
In addition, the regression resultswith theindustry controls confirm the earlier finding that
the churning rate hasindeed been low in the eastern parts of Finland, especially in the
province of Kainuu.

99



8. Conclusions

Themagnitude of grossjob and worker flowsislarge, relative to net employment change
in the Finnish economy from the regional point of view. This observation correspondsto
thefirst so-called basic fact in the literature on grossjob and worker flows. Thismeans
that thereisagreat deal of grossjob creation in the declining regionswith ahigh average
unemployment ratein Eastern and Northern Finland. In addition, thereisagreat amount
of grossjob destruction in the growing regionswith low average unemployment in Sout-
hern Finland. The earlier empirical literature on the Finnish regional labour markets has
beentotally silent about thisunderlying dynamicsat the establishment level of theeconomy.
Thus, this study provided extensive evidence for the view that stresses the enormous
heterogeneity of regional labour market adjustment in Finland in contrast to the earlier
literature that has been focused solely on (net) employment changes.

Thegrossjob reallocation rate has not been countercyclical by using establishment-level
datafrom the provinces of Finland. This observationisnot in line with the established
“basicfacts’ of theliterature on grossjob and worker flows. One explanationisthat the
establishment-level dataof thisstudy includesanumber of non-manufacturing industries.2
In addition, the extreme depression of the 1990s caused asharp crashin grossjob creation
rates acrossthe Finnish regions. Thefluctuation of worker reall ocation has been procyclical
inthe Finnish regions over the period of investigation asin anumber of other countries. In
addition, jobredlocationisalarge part of total worker reallocation in the Finnish regions.

Theelaboration of grossjob and worker flowsrevealsanumber of regional patternsthat
areimpossibleto detect by focusing solely on (net) employment changes. These patterns
of grossjob and worker flows emerge despite the presence of the same institutional
characteristics (including labour market regulations) acrossregionsin Finland. However,
therearedistinct regional differencies, for example, intheintensity of activelabour mar-
ket measures. In particular, thereisno solid evidence at all for thewidely held view that
thejob creationrateis, on average, lower in Eastern and Northern Finland, wherethe
unemployment rate has been much higher than in Southern Finland during the past few
decades.

Therapidriseinregional unemployment rate disparities during the slump of the early
1990s (from 1991 to 1993) can be explained by the sharp risein theregional disparities
in job destruction rates and in separation rates of workers. In contrast, during the slump
of the 1990s, therewas adeclinein regional disparitiesin job creation ratesand in hiring
rates of workers. The highest level of job destruction at the bottom of the sSlump wasin
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the provinces of Eastern and Northern Finland. In fact, in 1991 almost athird of thejobs
inthe selected industries of thisstudy were destroyed in the province of Kainuu. In contrast
to the adjustment of labour marketsin the slump of the early 1990s, during the recovery
of the economy (from 1994 to 1997), there has been adeclinein theregional disparities
in job destruction rates and in separation rates of workers, but arise in the regional
disparities of job creation rates and hiring rates of workers.

An explanation of thisregional concentration of job destruction during the slump of the
early 1990sisthe presence of thefatter left-hand tail of low-productivity jobsin Eastern
and Northern Finland. Thus, the extreme economic slowdown of the early 1990sthat hit
all regionsof Finland caused perhapsamoreintensivetime of “cleansing” in Eastern and
Northern Finland compared with Southern Finland, outlined in the model by Caballero
and Hammour (1994), when outdated or unprofitable techni ques were pruned out of the
production system. Findings about the concentration of job creation, inturn, suggeststhat
jobsdestroyed during the slump are disproportionally reall ocated during the recovery to
regionsthat have favourable conditionsfor job creation. Thosefactorsarelikely toinclude
askilled labour force and technological spilloversfrom surrounding firmsthat arefuelled
by agglomeration, to list the two most obvious candidates. Infact, Maliranta (2001) has
argued that job destruction inlow and job crestion in high productivity plantshave positively
contributed the aggregate productivity of Finnish manufacturing sincethelate 1980s. These
empirical findings obtained are in keeping with the conjecture that this productivity-
enhancing restructuring at the plant level hashad an interesting regional dimension.

Thereareinteresting differencesin the adjustment of labour demand during the great
slump of the early 1990s. For exampl e, the rapid risein unemployment in Kainuu can be
explained by arisein the separation rate and adeclinein the hiring rate during the great
depressionin Finland. In contrast, during the same period therewasnoriseat al in the
separation ratein the province of Uusimaa, which constitutesthe core of economic activity
inFinland. Thismeansthat therisein the unemployment ratein Uusimaacan be explained
by adeclinein the hiring rate, which, from the point of view of the province, isaless
painful mechanism to adjust the labour demand than arisein the separation rate.

The magnitude of structural change measured by the churning rateishigh in Uusimaa
compared with the other provinces of Finland. Thismeansthat theintensity of structural
changewithin plantsisindeed high in Uusimaa, where the unemployment rate has been
low with respect to the other regions of Finland. On the other hand, Kainuu has the
lowest level of the churning rate, and the unemployment rate has been highest during the
past few decades. Thisobservationisin linewith the matching modelsin thetradition by
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Mortensen and Pissarides (1994), according to which the high level of churning (i.e.
excessworker reallocation) isamanifestation of an intensive matching process, which
eventualy ddliversalower equilibrium unemployment rate. Theregression resultsindicate
that these differences cannot be reduced to theindustry structure of theregions. Thus, the
results support the view that one of the most important underlying structural featuresthat
explain the high unemployment rate of Kainuu isthefact that the structural changewithin
plantsdoesnot “revitalize” the economic structure of the region enough.

Therearegenuineregional elementsin grossjob and worker flows after taking account of
the variation of these measuresfrom years and from industry structure despite the fact
that the extremevolatility of economic activity over theperiod of theinvestigation means
that much of the explained variation in gross job and worker flows can be attributed to
years(and dsotoindustries). Theroleof these genuineregional elementsismost important
inthe case of the churning rate. In particular, the patterns of grossjob and worker flows
that were characterized in this study cannot be explained by theindustry structure of the
Finnishregions. In contrast, theregional differencesin net employment growthratesinthe
period from 1990 to 1997 can bereduced mainly tothedifferencesin theindustry structures
of theregions.
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Appendix

Selected background statisticsfor the provinces of Finland (NUTS3).

S 8
58 8 2% 2P .S __§ . -

G352, 55 o5 g% g3 328 g3

8255088 g5y g5 g°, g5g5 g8z ga:

h5c58<5% G588 G Gex 58 §=§ GeB
Uusimaa 3279 89 07 148 57 284 2715 230
Varsinais-Suomi 900 104 49 260 68 208 177 239
Satakunta 471 131 64 289 60 199 155 233
Kanta-Hame 280 113 60 247 65 197 172 260
Pirkanmaa 88 127 34 279 61 200 184 242
Paij at-Hame 415 142 44 280 68 209 172 227
Kymenlaakso 385 127 54 238 68 234 165 241
Etel&-Karjala 266 127 63 247 67 216 167 241
Etel&-Savo 231 132 118 177 59 201 159 286
Pohjois-Savo 373 138 95 182 53 197 183 201
PohjoisKajala ~ 225 156 93 200 56 189 166 295
K eski-Suomi 409 147 63 234 62 185 185 271
Etela&Pohjanmaa 284 123 128 231 59 197 143 243
Pohjanmaa 319 93 89 265 49 182 159 256

Keski-Pohjanmaa 1.07 117 125 202 6.3 202 154 254
Pohjois-Pohjanmaa 5.36 14.1 6.9 24.1 6.2 19.2 16.9 26.8

Kainuu 114 177 94 168 5.5 194 181 307
Lappi 267 172 6.3 164 6.3 221 183 307
It&-Uusimaa 168 82 6.0 284 7.8 194 167 218
Ahvenanmaa 072 27 4.7 8.7 5.4 430 154 228

*This column refersto the average share of employment in the province from 1988 to 1997
with respect to the whole Finnish economy. (These cal cul ations by authors cover the selected
industries of thisstudy.)

**This column refersto the average unemployment rate from 1990 to 1999 (Source: Statistics
Finland).

***Thefollowing columns about the employment shares of the main sectorsin the Finnish
provinces (NUTS3) are based on the situation in 2000. The primary sectors cover agriculture,
forestry and fishing (A; B). (Source: Statistics Finland).
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! Davisand Haltiwanger (1999) provide a summary of the literature and a discussion about
various measurement and conceptual differences that hamper available comparisions of
gross job and worker flows across countries.

2 For example, Nickell (1998) provides some evidence for thisview.

8 Kangasharju and Pehkonen (2001) provide arecent analysis of growth and employment
in the Finnish regions. Béckerman (2000) provides a summary of the literature.

4 Caballero and Hammour (2000) stress the dynamic and the cumulative nature of
restructuring in the economies.

5 An important feature of the measures of job creation and destruction is fact that all jobs
are considered to be equal. In other words, these measures do not take into account the
underlying quality of jobsthat are created and destroyed in the Finnish regions.

6 Davisand Haltiwanger (1999) provide alist of “basic facts” of theliterature on reallocation
with additional references. Burda and Wyplosz (1994) provide empirical evidence on the
magnitude of gross job and worker flowsin Europe.

7 Ramey and Shapiro (1998) provide a number of interesting case studies on the fact that
reall ocation can bevery costly to thelocal economy. For example, they find by using information
on auction valuesthat in the case of the closure of aCalifornian aerospace plant, the equipment
resale prices averaged only 35 percent of net-of-depreciation purchase values.

8 However, Ebertsand Montgomery (1995) provide an analysis of job creation and destruction
for the U.S. states. A major finding of the study isthat over time employment fluctuations
are associated primarily with job destruction, but across regions employment differences
are associated more with job creation. In addition, Devereux, Griffith and Simpson (1999)
provide regional measures of job creation and destruction for the UK from the point of
view of agglomeration.

9 The data coversthe period from 1987 to 1997. Linking employeesto plantsisalaborious
and challenging task to do and it seems that in the first two or three years, when the
Employment Statistics system was under construction, links were not always perfect.
Consequently, worker and job flows derived from this data source may be somewhat biased
upward in these years. Indeed, a comparison of job flows with Business Register data
suggests that job creation and destruction rates are to some degree higher in Employment
Statistics up to the year 1990, but henceforth these rates are closely in agreement with
each other between two data sources (see lImakunnas and Maliranta 2000b). The inclusion
of theyears 1988 and 1989 may thusyield a spurious view about the downward trend in the
job reallocation rate.

10 Romppanen (1974) provides an early investigation into gross job flows in the Finnish
economy. The study covers manufacturing industries and it is based on Industrial Statistics.
The study also provides some regional measures of gross job creation and destruction.
However, acomparision of these results with the onesreported in the following sections of
this study is not directly possible, because Romppanen (1974) has calculated the rates of
grossjob creation and destruction simply by dividing t-1 employment. In addition, the regions
investigated by Romppanen (1974) are not the same ones as in this study.

1 The applied definition of the non-farming business sector excluding social and personal
servicesis, in detail, asfollows: mining (C), manufacturing (D), energy etc. (E), construction
(F), trade (G), hotels and restaurants (H), transportation etc. (I), finance (J), and real
estate, business services etc. (K). This means that agriculture, forestry and fishing (A; B),
public administration (L), education (M), health and social work (N), other social and personal
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services (O), international organizations (Q), and industry unknown (X) are exluded from
the evaluation of the regional grossjob and worker flows. Ilmakunnas, Malirantaand Vainio-
maki (1999) contains amore detailed elaboration of the applied data. In addition, [lmakunnas
and Maliranta (2001, 3—4) provide a discussion of the establishment-level data.

2 1Imakunnas, Maliranta and Vainiomaki (1999) provide a detailed illustration of linkage
proceduresin the case of Finnish manufacturing industries.

BThisestimate is somewhat sensitive to the applied source of calculations. Business registers
in Finland cover even the smallest establishments. A part of the entry and the exit of
establishments is masked due to the fact exits of establishments also happen between the
measurement points of the data and employment is measured as an average in business
registers.

14 Honkapohja and Koskela (1999) provide a detailed analysis of the great slump of the
early 1990sin Finland.

15 The fundamental tradeoff in the model by Davis and Haltiwanger (1990) isthat adropin
present consumption due to reallocation activity delivers arise in future consumption. In
other words, in arecession, it ismorevaluableto invest in reallocation, which is an essential
part of solid long-term growth. Thus, the structural change in the economy will be more
intensive during recessions. Thismeansthat in terms of grossjob flows, economic slowdowns
are times of large job destruction and amild declinein job creation.

16 [Imakunnas and Maliranta (2000a) conclude that the volatility of the hiring rate was
stronger than the volatility of the separation rate during the great depression of the early
1990s in the Finnish economy. The observation isin line with arecent study using French
establishment-level databy Abowd, Corbel and Kramarz (1999), which concludes that the
adjustment of employment ismade primarily by reducing hires, not by changing the separation
rates.

7 The allocation of active labour market measuresisindeed heavily concentrated in Eastern
and Northern Finland. The strong regional correlation of WIFU and WOFU can emerge at
least for three reasons. The first reason is that the heavy doses of active labour market
measures can displace other employees into the pool of unemployed persons. The second
reason isthat the all ocation of active labour market measures can create a great number of
various short-term contracts that generate the high level of worker flows into and out of
unemployment. The third reason is that the during the 1990s it was possible to use active
labour market measures to renew unemployment benefits that were tied to past wages.

18 A related study, by Béckerman and Piekkola (2001), findsthat the churning rateis higher
for employeeswith ahigher university education compared with employeeswith only basic
education. The churning rateisalso higher for the young employees of the Finnish economy.

¥ This finding may reflect the fact that the amount of intra-industry heterogeneity varies
across industries identified in the classification scheme that is applied here. It contains
industrieswhose plants arerelatively homogeneousin the sense that theindustry is specialised
in the production of few types of products. Some other industries, on the other hand, are
characterised by large product variety and heterogenous plants specialised in the production
of different products. Divergence in the employment growth among plants can be expected
to be higher when plants operate different markets.

2 The detail ed results from these regressions are available upon request from the authors.
2l |n particular, a survey of the literature by Davis and Haltiwanger (1999) indicates that

manufacturing industries tend to exhibit greater volatility of job destruction relativeto job
creation than non-manufacturing industries.
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Introduction

Regional labour markets have gained agrowing interest in Finland. Thereason isthat
there hasbeen arapid risein theregional disparitiesin unemployment rates as part of the
export-led recovery from the great slump of the early 1990s (see, for example, Pehkonen
and Tervo 1998; Tervo 1998). As a consequence of this development, the regional
unemployment disparities acrossthe twenty Finnish provinces measured by the standard
deviation of unemployment rateswere approximately four timeshigher in 1997 compared
with the situation before the great slump of the early 1990s.

Despite the apparent importance of regional labour markets, detailed empirical studies
that aim to relate the regional unemployment disparitiesto the underlying economic
fundamentalsin Finland have not been available. In particular, the existing empirical
studies exclude an evaluation of theimpact of restructuring in terms of gross flows of
jobs and workers on the regional unemployment rates.? This notion seemsto extend to
thewhole of theliterature on regional unemployment disparities (see, for example, Elhorst
2003).

Regional economiesarein astate of continuous turbulence. The continuousreallocation
and the reorgani zation of scarce resources culminatein the functioning of labour markets,
wherethe reallocation of resourcestakesthe form of grossjob flows(i.e. job creation
and destruction), and grossworker flows (i.e. hirings and separations of workers) (see,
for example, Davisand Haltiwanger 1999). The reorganization view of regional |abour
markets underlinesthe stylized feature that the pool of availablejobsisnot stagnant over
time. Thisrestructuring at the plant level of theregionsismost likely linked to theregional
unemployment problem.

Thisempirical study aims, therefore, to relate the regional unemployment disparitiesto
the economic fundamental sin Finland. Along with the conventional economicfundamentals
suggested by the available empirical literature on regional unemployment disparities, the
study considerstheinternal turnover intheregional labour markets measured by gross
job and worker flows based on the establishment-level dynamics of labour-demand
adjustment. In addition, the study includes an elaboration of theturnover between regional
|abour markets measured by gross migration flows on the regional unemployment rates.®
By doing this, the study fillsan important gap in theliterature on regional labour markets
in Finland and provides detailed empirical evidencefor theimportance of restructuring
from theregional perspective.
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Therest of the study is organized asfollows. The second section providesthe definitions
of grossflows of jobsand workers. Thethird section providesasurvey of theliterature
that has analyzed the connection of restructuring and unemployment from the regional
perspective. Thefourth section providesatheoretical background and motivation for the
role of restructuring based on gross flows of jobs and workers. Thefifth section of the
study includes adescription of thelinked datathat is used to address the determination of
the unemployment ratein the Finnish regions. The sixth section reportstheresultsand the
last section concludes.

Gross flows of jobs and workers

The gross flows of jobs and workers are measured as the number of jobs created or
destroyed or workersmoving in and out of establishments(i.e. hirings and separations of
workers) (see Davis, Haltiwanger and Schuh 1996). This meansthat the measure of the
job creation rateis calculated asfollows:

JC,=&DE;/I (& E,+& E, )I2), (1)

where E denotes employment in plant i year ¢ and the superscript “ +” refersto positive
changes. To convert time-¢ job flow measuresto rates, job creation and destruction are
divided by the average of employment at ¢ and ¢- 7 in order to achievetechnical advantages
over more conventional growth rate measures.*

The measure of thejob destruction rateis cal culated asfollows:

JD,=c¢aDE, ¢/ (& ,E,+& E )I2) 2

Thus, the job destruction rate is defined as the absol ute value of the sum of negative
employment changes, divided by the average number of employees. The superscript “-”
refersto negative changes. Appendix 1 provides an example of the calculation of regional

grossflowsof jobs.®

The definitions of job creation and destruction mean that the net rate of change of
employment (NET) issimply the difference of the measures of job creation and destruction:

NET, = JC, - JD, €)
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The sum of job creation and destruction ratesis called the grossjob reallocation rate
(JR):

JR =JC +JD, (4)

Theexcessjob reall ocation rate (EJR) equals (gross) job reall ocation minusthe absolute
value of the net employment change:

EJR =JR, - ¢NET ¢ ®)

Thismeansthat the excessjob reallocation rateis an index of simultaneous grossjob
creation and destruction. Caballero (1998) notesthat, for thisreason, itisappropriate to
measure the magnitude of restructuring by the excessreallocation rate. In other words,
so-called excessjob reall ocation provides a coherent measure of structural change or
restructuring among the plants of the regions. In addition, it is a natural measure of
heterogeneity in the plant-level employment outcome among plants. If excess job
reallocation isabove zero, then the magnitude of grossjob reallocation isabove what has
been necessary to accommodate the net employment changes of regional labour markets.®

The excess job reallocation rate is, therefore, a measure that captures the internal
reorganization of theregions. The novelty of thefollowing empirical investigationisthat
theturnover between regional labour marketsis measured in the sameway astherate of
excessjob reallocation. Thismeansthat the applied measure of external turnover isbased
onthe notion that the magnitude of simultaneous gross migration flowsisan appropriate
measure for theintensiveness of reorgani zation across regional |abour markets.

Comparison of information intwo consecutive years can be used for cal culating the number
of employeeswho have entered a plant during the year and are still working at the same
plant. The sum of these employeesover all plantsisworker inflow, or hiring. Itisalso
possibleto identify those empl oyeeswho are no longer working at a plant. Thismeans
that the sum of these employeesisworker outflow, or separation.

Dividing theworker inflow and outflow inaperiod of time by the average of employment
in periodsz and ¢-1 deliverstheworker inflow rate (WIF) and the worker outflow rate

(WOF). Thedifference between WIF and WOF isthe net rate of changein employment:

NET, = WIF, - WOF, (6)
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Theworker flow rate (WF) issimply the sum of the hiring (WIF) and separation (WOF)
rates. In addition, the so-called churning rate (CF) can be defined asfollows:

CF, =WF - R (7)

These definitions mean that the churning rate tiesworker flows and job flows together
and, therefore, completes the picture of the dynamics of labour adjustment at the
establishment levd. In particular, the churning rateis an appropriate measure of theinternal
reorganization of the regional labour markets, because the measure capturesthefact that
the available vacancies of regional |abour markets are subject to variousidiosyncratic
shockswithin plants. Thisisdueto the comparision of worker flowswith job flows. The
churning rate can indeed be called the " excessworker turnover rate”. Thus, anincreasein
therate of churning meansthat thereis more reshuffling by workersthat isnot directly
related to job creation and destruction.

Previous related studies

Naturally, there have been agreat number of earlier empirical studieson the nature and
consequences of the so-called structural change on the levels of employment and
unemployment. Those studies heavily emphasize the notion that the reall ocation of 1abour
resourcesisone of the most important sources of unemployment. Restructuringistypically
associated with shiftsin the shares of industries or certain components of labour demand.
In particular, Lilien (1982) documented astrong, positive time-seriesrel ationship between
aggregate unemployment and the cross-industry dispersion of employment growth rates
asanindication of large-scale sectoral shiftsof the U.S. economy. Afterwards, Abraham
and Katz (1986) questioned thisinterpretation of the correlation.”

However, the available empirical applications based on the tradition started by Lilien
(1982) tend to apply aggregate data. In addition, the number of empirical studiesthat
look at restructuring and employment from theregional perspectiveislimited. Themain
conclusion of theexisting literature isthat anincreasein therate of labour reallocationis
also asource of regional unemployment. However, theliterature has certainly not stressed
theissue of restructuring by applying the concepts of gross flows of jobs and workers
that can be used to capture structural change at the plant level of theregions.

The existing literature can be summarized in anutshell asfollows. Holzer (1991) pays
attention to restructuring in connection with regional unemployment. The study analyzes
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the effects of demand shiftswithin and between local labour markets on employment and
unemployment outcomes. The study isbased on sales growth dataat the firm or industry
level inthe U.S. states. Thekey finding of the study isthat demand shifts between local
areas account for large fractions of the observed variation in the unemployment and
employment levels. Samsom (1994) considerstherole of demand shiftsin thedetermination
of regional disparitiesof unemployment in Canada. The study is based on the shiftsof the
Beveridge curvesand it applies quarterly dataon the vacancy rates and the unemployment
ratesin the Canadian provinces. The study showsthat the reall ocation of 1abour resources
tendsto yield anincreasein the unemployment rates and the vacancy rates.

In particular, Hyclak (1996) has applied the measures of grossflowsin theinvestigation
of restructuring by using data from 200 U.S. metropolitan areas. The measures of
restructuring includejob reallocation. Theevidenceis, therefore, based on the measures
of grossjob creation and destruction. However, Hyclak (1996) does not measure the
magnitude of restructuring by using the excessjob reall ocation rate. In addition, the study
does not pay attention at all to gross flows of workers. The evidence is limited to
manufacturing firms. Hyclak (1996) discovers empirical evidence for the notion that
structural changesin labour demand have played animportant roleinincreasingthe U.S.
urban unemployment ratesin thefirst half of the 1980s. In contrast, thefollowing empirical
investigation that appliesdatafrom the Finnish regions provides adifferent perspectiveon
theroleof restructuring inthe determination of unemployment rates. Theturnover between
regional labour marketsis captured by using the measures of gross flows of migration,
and theinvestigation of the Finnish case coversall regions of the country.

Theoretical underpinnings

The creation and destruction of jobs require workersto switch employersand to shuffle
between employment and joblessness. This means that unemployed workersarein a
state of reallocation. Reallocation of resourcesisindeed essential for the growth of modern
economies. Caballero and Hammour (1994) stressthat restructuring of labour resources
isassociated at the plant level of the economy with the adaptation of technology. In
particular, Caballero and Hammour (1994) argue that the newest technology can be
obtained only by creating new jobs, and the adoption of superior new technology requires
thedestruction of old relationships. Under thisperspectivecyclica variationin job creation
and destruction istightly linked to technological advance and obsolescence. Thismeans
that restructuring by means of grossflows of jobs and workersrevitalizes the economy.®
Moreover, Contini and Revelli (1997) argue that the underlying movements of jobsand
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workersaretightly connected viathe so-called “ vacancy chain”. Thismechanism means
that the hiring of aworker who isemployed in another firm launches awhole sequence of
separationsand hirings and, thereby, adjustment of jobs and workers at the establishment
level of theregions. This adjustment cannot be captured in detail by applying solely the
measure of the net rate of employment change. In particular, this adjustment of labour
demand can eventually cause large cumul ative effects on employment and unemployment.
In addition, Acemoglu (2002) arguesthat churning is associated with the adaptation of
new vintages of technology. Technological progressat the plant-level of theregionsprovides
employment opportunities. In anutshell, these features of economic progress mean that
theimpact of restructuring at the plant level on unemployment isan empirical matter.

The data

Finland isdividedinto 85 sub-regions (the so-called NUTS-4 level in the European Uni-
on), the borders of which follow those of commuting districts quite closely. Theyearly
observations cover the period from 1989 to 1996. The variablesthat are used to explain
regional unemployment rates can be divided into four broad categories. Thus, thereare
variablesthat characterize (i) theindustry structure of theregions, (ii) the structure of
labour forceand grossmigration flows, (iii) theintensity of restructuring at the establishment
level of theregions, and (iv) macroeconomic evolution of the Finnish economy during the
period of theinvestigation. In addition, there are sel ected additional regional variables
that include the productivity of the Finnish regions. The motivation for these variables
directly arisesfrom the existing empirical studiesthat haveinvestigated the determination
of theregiona unemployment problem (see Elhorst 2003). Table 1 containsadescription
of thevariablesand Appendix 2 provides sel ected descriptive statistics.
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Table 1. The description of the applied variables.

Variable | Definition/measurement

UN The number of unemployedinregioni / labour forceinregioni (i.e. unemploy-
ment is measured as fractions. For example, 34-percent unemployment is
represented as 0.34)

a. The measures of industry structure:

AGRI Value added by agricultureinregioni / GDPinregioni (reference)
MANU Value added by manufacturing industriesinregioni / GDPinregion i
META Value added by metal industriesinregioni / GDPinregioni

ELEC Value added by electronicsinregioni/ GDPinregioni

SERV Value added by private servicesinregioni / GDPinregioni

PUBL Value added by public sector inregioni / GDPinregioni

HIGH Value added by high-tech manufacturing inregioni / GDPinregioni
HISE Value added by high-tech servicesin regioni / GDPinregioni

b. The measures of labour force and gross migration flows:
AGED The number of employees aged from 55 to 65+ in labour forcein region
i / labour forceinregioni

UNSK The number of employees with basic education only in labour force in region
i /labour forceinregioni

DENS The number of employeesinregioni divided by surface areain regioni (km?)

MIG1 Grossinward migration of employeeswith higher university degreesto region
i / grossinward migration of employees (total) to region i

MIG2 (Grossinward migration to regioni + gross outward migration from region i)

—c¢grossinward migration to region i —gross outward migration fromi ¢divided
by average populationinregioni. Thus, MIG2 isan index of simultaneous
grossinward and outward migration.

¢. The measures of restructuring at the establishment level of the regions:
EJR The excessjob reallocation rateinregion i
CF Thechurning rateinregion i

d. The additional regional variables:

PROD Value added inregioni divided by average populationinregioni

DEBT Long-term municipal debt heldinregioni divided by average populationin
regioni

e. The macroeconomic indicators:

TERM Terms of trade (export price index divided by import price index) (Source:
Statistics Finland)

REAL Real average lending rate by the Finnish banks (deflated by production price
index) (Source: Bank of Finland and Statistics Finland)
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The variablesthat characterize the industry structure and the properties of the labour
force (including gross migration flows) acrossregions are collected by using aggregate
datafrom Statistics Finland. The measurement of regional grossjob and worker flowsis
based on large longitudinal data of employees during the period from 1988 to 1996 (see
Bdckerman and Maliranta 2001). Thiskind of dataisindeed rarely available for the
elaboration of regional dynamics. For instance, itisnot at all possibleto calculate gross
flows of workers at the state level of the U.S. economy (see Shimer 2001). The applied
measures of grossjob and worker flows cover the non-farming business sector of the
Finnish economy excluding social and personal services, which includesmorethan 1.1
million employeesin about 100 000 plants.

Thefollowing evaluation of regional labour marketsin Finland is based on thislinked
panel dataset that is created by matching the conventional economic fundamentalswith
the measures based on grossjob and worker flows of the regions. The businesscycle
movements of the Finnish economy are captured by including the key macroeconomic
indicators. However, theinclusion of year dummiesinstead of the macroeconomicindicators
yieldsthe same results asthe ones reported in the following section of thisstudy (i.e.
Table 3and Appendix 3), because the coefficients of the macroeconomic variablesare
estimated by using time-seriesvariation only inthefollowing regression models.

Based on the applied data, regional disparities are definitely sharp in Finland. Figure 1
providesthe Kernel density estimates for the distribution of the unemployment ratefor
theyear 1991 (i.e. the bottom of the great slump of the early 1990s) and the year 1996.1°
Thefigurerevealsthat there have not been major changesin the shape of thedistributions
of the unemployment rates across the Finnish regions despite the fact that there hasbeen
asharp increase in the average unemployment rate with arise in the dispersion of the
unemployment rates at the sametime. In particular, thereisno empirical evidencefor the
bipolarization of the underlying distribution of the regional unemployment rates during the
1990s. Figures 2 and 3 provide the distributions of the excess job reall ocation rate and
thechurning ratein 1991 and in 1996.1 Thereisevidently agreat deal of variationin
these measures of restructuring. In particular, the excessjob reall ocation rate shows
procyclica movements. Thereisaso acertain amount of persistencein the applied measures
of reallocation. In particular, the churning rate has been at alower level in Eastern and
Northern Finland compared with Southern Finland over the period of investigation. In
contrast, the underlying regional disparities of the excessjob reall ocation rate have not
been aspersistent asthe churning rate. Table 2 providesthe correl ation coefficients between
the applied measures of restructuring and the unemployment rate. There seemsto be
selected preliminary empirical evidence for the perspective that an intensive pace of
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restructuring at the plant level of the Finnish regionsis associated with low levelsof the
unemployment rate, which would bein conflict with the earlier empirical literaturethat has
heavily underlined the role of restructuring as an important source of the regional
unemployment problem.

Fig. 1. Kernel density estimatesfor the distribution of the unemployment ratein the Fin-
nish regionsfor theyear 1991 and the year 1996.
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Fig. 2. The distribution of the excessjob reall ocation rate acrossthe Finnish regionsin
1991 and 1996.
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Fig. 3. Thedistribution of the churning ratein the Finnish regionsin 1991 and 1996.
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Table 2. The correl ation coefficients.

UN EJR CF MIG2
UN 1.00
EJR -0.25 1.00
CF -0.50 0.37 1.00
MIG2 0.04 0.09 0.12 1.00

Empirical strategy and the results

Since the linked panel data of the study cover all NUT$4 regions in Finland, the
determination of the regional unemployment rates can be captured by applying afixed
effectsmodel, asfollows:

UN,=a+n+ b'Xit t & (8)

wherei=1,...,85;t=1,...,8, and UN standsfor the applied measure of the unemployment
rate. X isavector of the conventional regiona economic fundamentalsand the measures
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of restructuring based on grossflows of jobsand workers. In addition, n, representsfixed
effects measure by theregional dummiesand e, isanormally distributed error term.

The estimation resultsthat are robust for theinclusion of the macroeconomic indicators
can be summarized asfollows (Table 3). The high volume of simultaneous grossinward
and outward migration lowersthe regional unemployment rate in Finland owing to more
efficient matching between employees and establishments. The measuresof job and worker
turnover areindeed linked to the regional unemployment problem. In particular, theresults
concerning structural changeindicatethat the high level of restructuring in termsof excess
job reallocation and churning lowers the unemployment rate. In other words, thereis
empirical evidencefor the notion that a high degree of simultaneous grossjob creation
and destruction and excessworker turnover pushes down the unemployment ratein the
Finnishregions.

120



Table 3. Theresultsfrom thefixed effectsmodel (dependent variable: UN).

Variables Coefficients t-statistics
Constant 1.1806** 16.30
MANU 0.0077 0.16
META 0.0073 0.17
ELEC -0.0944 -1.08
SERV 0.0386 0.56
PUBL 0.2147** 2.90
HIGH 0.0804 0.92
HISE -0.6440** -3.99
AGED 1.4910** 10.00
UNSK -1.3774** -21.18
DENS -0.0009** -2.04
MIG1 0.0161 0.40
MIG2 -1.2519** -8.13
ER -0.0243** -2.15
CF -0.1103** -5.11
PROD -0.4956* * -2.42
DEBT 0.0048** 5.39
TERM -0.0060** -18.81
REAL -0.0033** -8.57
R? 0.94

F(18,663) 595.53

Notes: ** (*) indicates that the parameter estimate is statistically significant at the 5 (10)
per cent significance level. The inclusion of year dummies instead of the macroeconomic
indicators (i.e. the variables TERM and REAL) produces the same results as the ones
reported in the table.

The empirical evidence, therefore, supports the perspective that restructuring at the
establishment level of the economy in terms of the so-called “ creative destruction” by
Schumpeter (1942) seemsto yield adeclinein theregional unemployment ratesin Fin-
land. Theseresultsdiffer from the earlier empirical studiesthat emphasize therole of
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restructuring as an important source of the regional unemployment problem. Thismeans
that the measures that capture a plant-level adjustment of labour demand can indeed
provide an interesting perspective on the nature and the consequences of the underlying
reorgani zation of regional labour resources.

Therest of the estimation resultsfrom Table 3 can be summarized in anutshell asfollows.

Theindustry structureisnot animportant determinant of theregional unemployment rates.

However, theresults support the view that a high share of the public sector pushes up the
unemployment rate. Thisresultisin linewith asimple correlation applying aggregate data
from the Finnish provinces, because the share of the public sector ishigher in Eastern and
Northern Finland, where the unemployment rate hasindeed been higher than in Southern
Finland during the past few decades. However, thisfeature does not necessary imply
strong policy conclusions, because therole of the industry structure in modelling the
determination of the unemployment rate across the Finnish regionsisrather that of a
control variable. AsAppendix 2 reveals, thereisalargeregional variation inthe share of

subsectors of manufacturing industries (i.e. metal industries and el ectronics) acrossthe
Finnish regions. However, there is no effect from these subsectors on regional

unemployment rates. Anincreasein the share of rapidly growing high-tech services pushes
down unemployment, owing to the labour-intensive character of these activities.®* In
addition, anincreasein the share of so-called aged empl oyeesrai ses unemployment, but
anincreasein the share of unskilled employees pushes down the unemployment rate.*
Theresult remainsin the case where the share of unskilled employeesisdivided by the
average population. Thisseemsto suggest that the so-called “ discouraged worker effect”

isnot behind the result that anincreasein the share of unskilled employees pushesdown
the unemployment rate. Thereisempirical evidencethat an increase in the density of

economy activity leadsto adeclineinthe unemployment rate. Thiseffect is probably due
to the so-called thick market externalitiesviaregional labour market pooling.®™ A high
level of productivity lowersthe unemployment rate. In contrast, ahigh level of public debt
held by municipalitiesleadsto an increasein the unemployment rate. Thiseffect ismost
likely dueto thefact that the high level of regional public debt tendsto coincide with the
high level of taxation that depresses economic activity. Another possibleinterpretation of

theresult isthat asluggish economic growth with anincreasein unemployment yieldsa
declineintax revenuesand thereforeinducesarisein regional public debt.

In addition to an application of the earlier static model that isbased on the fixed effects

that are measured by the regional dummies, the regional unemployment problem can
elaborated by means of the following dynamic specification:
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(9)

3 P
o [o]

UN; = apUN; i+ @ bpXik +hi + 6.
k=1 k=0

Themodel set up inthe equation (9) can be estimated by employing the GMM method
presented by Arellano and Bond (1991) for the first differenced equation. Although
differencing eliminatestheregional effects, it induces anegative correl ation between the
lagged dependent variable, DY, ,, and the disturbance term De,. The lagged values of
thevariablesinlevelsaretherefore used asinstruments. Strongly exogenousvariablesare
allowed to influence the rate of regional unemployment from periodst-1 andt-2. Inthe
case of endogenous variables, the effects are allowed to arise from the current period, t,
and from the period t-1.

Inthe context of regiona unemployment, there are three endogenous variables, viz. the
excessjob reallocation rate, the churning rate and the measure of simultaneous gross
migration flows acrosstheregionsof Finland. Thereisearlier empirical evidencethat the
regional excessjob reallocation rates exhibit procyclical movements over the period of
theinvestigation (see Bockerman and Maliranta2001). In particular, anincreasein the
unemployment rate may induce adeclinein the excessjob reall ocation rate. Thismeans
that thereisapotential two-way causal relationship between the unemployment rate and
the excessjob reallocation rate that needsto be taken into account. In other words, the
specification isableto incorporate the dynamics and the endogeneity of the variablesthat
are used to capture the reorganization of regional labour markets.

The estimation results of the equation (9) are reported in Appendix 3. The reported
specification survivesthe Sargan test for the validity of theinstruments. The estimation
results support the perspectivethat theindustry structure of theregionsisnot animportant
element in the determination of regiona unemployment in Finland. In particular, theearlier
conclusion about the role of simultaneous gross migration flows and the churning rate
survives adynamic specification of therelationship. In other words, thereis additional
empirica evidencefor thenotion that an intensive pace of reorganizationin regiona labour
marketsisindeed linked to thelow level of unemployment in Finland. However, based on
the dynamic specification reported in Appendix 3, thereis, infact, no empirica evidence
for theview that anincreasein the excessjob reallocation rateisabletoyield adeclinein
theregional unemployment rates. Thisresult arises most likely dueto the endogeneity of
the excessjob reallocation rate.r” Moreover, the share of unskilled employeesyieldsa
different conclusion asalagged variablein comparison with the earlier static model that
incorporatesthefixed effects.
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Conclusions

The study explored the determination of the unemployment rates by using datafrom the
regionsof Finland. Thestriking empirical finding based on grossflows of jobsand workers
is that the internal and the external reorganization of labour markets lowers the
unemployment rate in the Finnish regions. The essential role of restructuring in the
determination of regional unemployment has somedirect relevancefor regional policy. In
particular, thesefindings provide empirical support for the perspectivethat variouspublic
measures should not be aimed at aiding contracting plants since restructuring at the
establishment level of theeconomy will eventually yield alower unemployment rate. Ina
nutshell, thereallocation of abour resources seemsto be good for regional employment.
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Appendix 1.
The cal culation of grossflows of jobs and the net rate of employment change.

L et usassumethat there are two regions and two plantsin the economy. The plantsare
called A and B. Plant A has 7 employeesin Region 1 and 3 employeesin Region 2inthe
period #-1. Plant B has 1 employeein Region 1 and 4 employeesin Region 2 inthe period
t. The set-up of the exampleisgiveninthefollowing table:

Plant Period t-1 Period t

Region1 Region2 Region1 Region2

A 7 3 14 6
B 2 8 1 4
SUM 9 nn 15 10

Thismeansthat thetotal number of jobshasdoubledin Plant A. In contrast, in the case of
Plant B, thetotal number of jobs has decreased by 50%. The applied measures of gross
job flows and the net rate of employment changefor the regionsare asfollows:

Region 1 Region 2
JC (14-7)/((9+15)/2)=0.58 (6-3)/((11+10)/2)=0.29
D [(1-2))/((9+15)/2)=0.08 [(4-8)]/((11+10)/2)=0.38
NET 0.58-0.08=0.5 0.29-0.38=-0.10
EJR (0.58+0.08)-|0.5|=0.17 (0.29+0.38)-|-0.1))=0.57
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Appendix 2.
The selected descriptive statistics.

Variables Mean STD MIN MAX
UN 0.17 0.08 0.01 0.34
AGRI 0.15 0.09 0.00 0.42
MANU 0.32 0.12 0.07 0.64
META 0.05 0.06 0.00 0.54
ELEC 0.03 0.03 0.00 0.41
SERV 0.32 0.07 0.18 0.64
PUBL 0.19 0.06 0.07 0.39
HIGH 0.01 0.03 0.00 0.35
HISE 0.01 0.01 0.00 0.06
AGED 0.11 0.02 0.07 0.21
UNSK 0.36 0.05 0.21 0.53
DENS 10.89 20.25 0.20 186.24
MIG1 0.15 0.03 0.07 0.27
MIG2 0.05 0.02 0.02 0.11
ER 0.26 0.08 0.10 0.84
CF 0.21 0.06 0.07 0.52
PROD 0.20 0.04 0.10 0.41
DEBT 4667 1431 1374 10608
TERM 97.30 3.33 91.70 101.50
REAL 7.53 2.72 4.18 12.47
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Appendix 3.
The GMM estimation results (dependent variable: UN).

Variables Coefficients t-statistics
Constant 0.0186** 3.85
Dependent, 0.2825** 2.67
MANU -0.0394 -0.85
MANU,, -0.0092 -0.19
META,, 0.0252 0.48
META_, 0.0140 0.28
ELEC , 0.1076 1.47
ELEC, -0.0246 -0.31
SERV , 01143 1.36
SERV _, 0.0014 0.02
PUBL , 0.1141* 1.65
PUBL , 0.0030 0.04
HIGH -0.0392 -0.60
HIGH , -0.0100 -0.19
HISE | -0.0968 -0.66
HISE , -0.0555 -0.35
AGED -0.1990 -0.76
AGED , 0.7298** 3.42
UNSK 0.8232** 3.19
UNSK _, -0.1150 -0.44
DENS | -0.0005 -0.40
DENS , 0.0003 0.30
MIGL, , 1.2910** 3.12
MIGL, 0.7169* 1.78
MIG2:, -5.0125** -2.85
MIG2", -4.9203** -2.66
EJR", 0.0159 0.77
BJR" , 0.0130 0.95
CF, -0.1121** -2.55
CF" . -0.0027 -0.10
PROD , -0.0390** -5.23
PROD,, 0.0008 0.13
DEBT,, -0.0001 -0.12
DEBT,, -0.0004 -0.36
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TERM,, -0.0027** -4.43

TERM , 0.0006 1.45
REAL,, -0.0014** -2.16
REAL , 0.0059* * 9.63

Test statistics

WALD 8140.71
SARGAN 0.21
AR(2) 0.98
Instruments

Laglength 1

Notes: ** (*) indicates that the parameter estimate is statistically significant at the 5 (10)
per cent significancelevel. The reported estimation results correspond to the 1-step estimates.
TheWALD testisatest for thejoint significance of the explanatory variables. The SARGAN
test isatest for overidentifying restrictions and it refersto the 2-step estimates. The AR(2)
test refersto the second order autocorrelation of the residual s that correspond to the 2-step
estimates. The SARGAN and the AR(2) test statistics are reported as p-values. The
superscript ‘+' indicatesthat the variableisinstrumented. I nstrumentsindicate the number
of lags of the dependent variable (i.e. the regional unemployment rate). The inclusion of
year dummiesinstead of the macroeconomic indicators (i.e. thevariables TERM and REAL)
produces the same results as the ones reported in the table.
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! Kiander and Vartia (1996) provide a survey of the great slump of the early 1990s in
Finland.

2 Pehkonen (1999) provides an empirical evaluation for the factorsin the Finnish regional
unemployment rates by applying cross-sectional datafrom 1991 that coversthirteen labour
districts. The study does not include a consideration of the industry structure nor the
elaboration of restructuring at the establishment level of the Finnish regions.

8 There have been some earlier empirical studiesthat investigate the effect of net in-migration
on the regional unemployment rates (see Elhorst 2003), but these studies exclude the use of
gross migration flows as a measure of reorganization between regions. In particular,
Chalmers and Greenwood (1985) argue that the effect of net in-migration on regional
unemployment is an empirical question and cannot be solved by theoretical considerations
owing to the fact that net in-migration causes both regional labour supply and demand to
increase.

4Unlike the conventional growth rate measures, which divide employment change by lagged
employment and range from -1.0 to ¥, the applied growth rate measure ranges from -2.0
to 2.0 and the growth rate measure is symmetric around zero.

5 The measures of gross job and worker flows are calculated from a plant-level micro data
and they are then aggregated to correspond to the so-called NUTS-4 level of the European
Union.

& In addition, the external turnover of regional labour markets is measured by the share of
gross inward migration of employees with higher university degrees. The motivation for
thisisthat the underlying mobility rates have been found to be higher for employeeswith a
higher university education compared with employees with only basic education (see
Bdckerman and Piekkola 2001).

" There has been a large body of empirical research to find better proxies for alocative
shocks. For example, Loungani, Rush and Tave (1990) argue that dispersion in stock prices
could be used to identify allocative shocks across sectors. In particular, they claim that the
stock market dispersion index is less contaminated by aggregate demand influences than
the employment dispersion index by Lilien (1982) because sectoral stock prices are likely
to react to disturbances that are perceived to be permanent by nature, which need not be
true of sectoral employment changes.

8 Thus, the model neglects the notion that new technol ogies can also be adopted by people
within their jobs.

% In fact, the way of thinking that economic slowdowns tend to revitalize the economy was
prominent in pre-Keynesian economic theory (see, for example, De Long 1990).

10 Epanechnikov isthe applied kernel density estimate. It hasthe property that it isthe most
efficient in minimizing the mean integrated squared error. DiNardo and Tobias (2001) provide
an introduction to kernel density estimates.

11 The figures may give an impression that there are certain outliers in the distributions of
the excess job reallocation rate and the churning rate. However, it must be remembered
that some of the NUTS4 regions are indeed small measured by the number of employees
and therefore large fluctuations can be understood as a consequence of an episode of
extreme business cycle movementsin Finland during the 1990s.

2 A related empirical study by Ilmakunnas and Pesola (2002) discoversthat a high churning
flow improves matching in the Finnish regions.
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18 The so-called new economy would be a dubious cure for the regional unemployment
problem in Finland owing to the fact these high-tech services typically require skills that
unemployed personslack.

4 The reported specification includes selected measures of industry structure and the
measures of gross migration flows. The results concerning the variable that captures the
share of unskilled employees are therefore not directly affected by the regional dispersion
of the industry structure. In other words, the share of unskilled employeesis not simply a
proxy variable for the industry structure of the regions.

15 The models based on the ideas of the so-called new economic geography stress these
effects (see, for example, Fujita, Krugman and Venables 1999).

16 Bond (2002) provides a summary of dynamic panel data models.

" The fixed effects and the GMM estimation results differ for two reasons. The first point
isthat the fixed effects model assumesthat the explanatory variables are strictly exogenous,
i.e. uncorrelated with the past, present and future realisations of e,. The second point is
that the within-group estimator generates inconsistent estimates in dynamic specifications
if the number of time periodsisfixed.
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Abstract

The perception of job instability isanimportant measure of the subjective wellbeing of
individuals, because most people derivetheir income from selling their |abour services.
The study exploresthe determination of the perception of job instability in Europe. The
study is based on alarge-scale survey from the year 1998. There are evidently large
differencesintheamount of perceived jobinstability from country to country. Thelowest
level of perceived job instability isin Denmark (9%). In contrast, the highest level of
perceived job instability isin Spain (63%). Perceived job instability increaseswith age
and an earlier unemployment episode. Anincreasein the educational level, on the other
hand, |eads to a decline in the perception of job instability. In addition, atemporary
contract as such does not yield an additional increasein the perception of job instability.
The perception of job instability ismore common within manufacturing industries and
thereis some evidencefor the view that it increases according to the size of thefirm.

JEL -code: J63
Keywords: grossflows, job instability, job insecurity
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1. Introduction

Theempirical evidence on the dynamics of labour demand by firms suggeststhat market
economiesaredefinitely in astate of continuousturbulence. Each year, on the one hand,
many businesses expand (and succeed), while, on the other hand, many others contract
(andfail). Joseph A. Schumpeter (1942) called thisunderlying process of capitalism by
theexpression “ creative destruction”. Thereallocation and the reorgani sation of resources
therefore culminatesin the functioning of labour markets, wherethereallocation of scarce
resourcestakesthe form of grossjob and worker flows.® The magnitude of these gross
flows is enormous in comparison to the net rate of employment change. Davis and
Haltiwanger (1999) report that in most Western economies roughly ten per cent of jobs
are created/destroyed each year. Gross worker flows are even larger in magnitude.
Gottschalk and Moffitt (1998) stressthat theimplicit normative assumption behind much
of thepublic discussion of job and worker turnover isthat turnover isundesirable, because
it is either "involuntary” or leads to worsened outcomes, such as an increase in the
probability of unemployment or adecreasein wages.

However, thisapparent job instability implied by the enormous magnitude of job turnover
and grossworker flowsisnot as such amalaise, because alarge part of the grossworker
flowsis, infact, inherently voluntary by nature. For example, the voluntary turnover of
workersisoften related to career concerns of individuals. In fact, thisfeature of |abour
markets suggests that the realized patterns of gross job and worker turnover and the
perception of job instability among workers are not necessarily closely correlated with
each other. However, the perception of job instability isclosely linked to the underlying
welfare of individuals, which should be the ultimate focus of any economic policy exercise.
Thisisdueto thefact that for the large majority of employeesonly one match with an
employer comprises most of the current earnings, making their welfare closely related to
thepotential risk of losing their job in the presence of incompl eteinsurance against shocks
(i.e. the so-called replacement rate of unemployment insuranceisamost awayslessthan
100%).2 The perception of job instability therefore constitutes an important measure of
the subjectivewellbeing of individuas. Thismeansthat it isindeed interesting to investigate
what the most important underlying fundamental sthat determine the distribution of the
perception of jobingtability at theindividual level are. By doing this, thefollowing empirica
investigation complements the picture of European labour markets painted by alarge
number of recent empirical studieson grossjob and worker flows.

Theam of thisstudy isthereforeto investigate the empirical determination of the perception
of jobinstability by using unique survey datafrom al the 15 member states of the European
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Union and Norway.® This means that the following study provides detailed empirical
evidence, for example, ontheindividual characteristics such as age and education that
arerelated to the perceived job instability of individualsin European labour markets. In
addition, the study includes a consideration of job and firm characteristicsand their role
inthe determination of the perception of job instability. In other words, thisunexploited
datamakesit possible to evaluate the whol e spectrum of economic fundamental sthat
giveriseto the perception of job instability among European workers. Thefollowing
empirical resultsareindeed somewhat different with respect to ones obtained recently by
using U.S. surveys. Thus, the study isableto contribute to the current discussion on the
differences of European-stylelabour markets compared with the U.S. labour markets.*

Thisstudy appearsin four sections. Thefirst section of the study providesabrief overview
of earlier empirical investigationsinto the perceived job instability of individuals. The
motivation of the selected variablesin the estimated equation istherefore broadly based
on previousempiricd literature on theincidence of perceived jobinstability at theindividual
level of the economy. The second section providesadescription of individual-level survey
datathat is used to assess the current characteristics of job instability in the context of
European labour markets. The third section of the study provides adetailed analysis of
theincidence of perceived job instability by applying Probit models. In addition, it contains
an el aboration of the robustness of the empirical patterns. Thefourth section concludes.

2. Previous related studies

There haveindeed been agreat number of empirical studieson with the aim to document
and investigate therealized patterns of job instability.> However, thereare arather limited
number of empirical investigationsthat aim to investigate the empirical determination of
perceived job instability of individual workers. Thelatter studiesrequire detailed survey
data. Inaddition, thefocus of theavailableempirical literature onthe perceived job ingtability
has been heavily on the unregulated Anglo-Saxon labour markets. The following
investigation concerning the determination of perceived jobinstability inall the 15 member
states of the European Union and Norway provides an interesting opportunity for cross-
country comparison and fillsanimportant gap inthe earlier literature.®

The perception of job insecurity isindeed afact of lifeand it isnot possibleto removea
major part of job instability by holding adiversified portfolio of publicly traded assets.
For example, Davisand Willen (1999) have studied the correlation between earnings
shocks and asset returnsin the context of the U.S. labour markets. According to the
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results, the correl ation between returns on the S& P 500 and earnings shocks exceeds
0.4 for older, college-educated women, rangesfrom 0.1 to 0.3 over most of thelifecycle
for college-educated men and isroughly -0.25 for men who did not finish high school.
Thismeansthat tradein abroad-based equity index enablesindividualsto hedge only a
small portion of the group-level earningsrisk induced by the underlying heterogeneity of
individuas.

Therehasbeen alively discussion on the issue of perceived job instability inthe U.S.
Schmidt (1999) provides empirical evidencefor the commonly held view that there has
been arisein the perception of job loss among workers as awhol e during the 1990s.
Aaronson and Sullivan (1998) present empirical evidence of individual characteristics
that are related to the incidence of job insecurity. Dominitz and Manski (1996), and
Gottschalk and Moffitt (1998) present additional empirical evidence. Manski and Straub
(2000) provide themost recent detailed investigation on theissue. Worker perceptions of
job insecurity peaked in 1995.” According to the results concerning individual
characteristics of American workers, the expectations of job insecurity are not related to
the age of individuals. Subjective probabilities of job losstend to declinewith additional
yearsof schooling, whichisstrongly in linewith common sense.? In other words, education
seemsto provideat least apartia " shield” against job instability inthe U.S. labour markets.
In addition, the perceptions of job lossvary little by gender. However, the subjective
probability of job lossamong black peopleisamost doublethat of white people.

The UK empirical evidenceintermsof perceived job instability can be summarized as
follows. Green et al. (2000) provide empirical evidencefor theview that the perceived risk
of jobloss, in aggregate, changed rather little between 1986 and 1997 inthe UK. Green et
a. (2000) further show that the overall perception of jobinsecurity wasfairly stable between
1996 and 1997, but it did indeed rise, relative to the overall rate of unemployment, which
was substantially lower in 1997 than in 1996. There has also been the same kind of
redistribution of job insecurity asintheU.S. (i.e. professional workers have becomemuch
moreinsecure about thejobsthey hold). In particular, the resultsreported by Greenet al.
(2000) indi cate that unions have no observableimpact on the magnitude of job insecurity. In
addition, Green et a. (2001) provide detailed empirical evidence on the determination of
the perception of job loss. The perception of job lossisdefinitely commoninthe UK. Thus,
in 1996 and 1997, approximately 1in 10 British workersthought that it waseither likely or
very likely that they would losetheir job within 12 months.

However, Green et al. (2001) argue that workerstend to overestimate the likelihood of
jobloss. In particular, the empirical investigation of the perception of job instability by
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Green et a. (2001) includesfour sets of potential determinants: theworkers' personal
unemployment experience and environment, the objective characteristics of thejobsthey
hold, human capital indicatorsand, finally, relevant attitudinal variables. The empirical
results presented by Green et al. (2001) indicate that the past unemployment experience
increases the subjective probability of job lossamong men. Anincreasein theregiona
unemployment rateyields arisein the subjective probability of job loss. In addition, the
perception of job insecurity isnot related to the establishment size. The older workers
expresshigher levelsof jobinsecurity. Theattitudina variablesincluded are al so important
in the determination of the perception of job instability. The empirical evidencetherefore
indicatesthat job dissatisfaction isstrongly associated with job insecurity inthe UK.°

3. Thedata

Thedataof thisstudy isdrawn from alarge-scale survey (Employment Optionsfor the
Future). The survey coversthe 15 European Union members and Norway.*® The survey
was originally designed to find out who wanted to work and who did not want to work.
Thus, themgjor strength of the survey isthat it containsagreat number of detailed questions
about the underlying preferences of individual swith respect to labour market conditions
in Europe. In addition, the survey al so includes more detailed information than hasbeen
typical inthe earlier investigations about job characteristics, which hasapotential rolein
theempirical determination of the perception of job instability. The survey was conducted
in 1998 and it was framed for theresidential population aged from 16 to 64 years. The
fieldwork was carried out between May and September 1998in all 16 countriesincluded.

The survey was done for about 1500 individuals for most of the countriesincluded in
Europe. Table A1 containsthe tabulation of the number of interviewsin each country
included inthe survey. However, theindividua s unemployed and the economicaly inactive
persons at the time of the interview are omitted from the data, because the perception of
jobinstahility isnot relevant for those persons.t In addition, thefollowing analysisincludes
only employees. In other words, self-employed persons are omitted from the following
anaysisdueto the notion that theempirical determination of the perception of jobinstability
ought to be different among them with respect to employees.?? This means that the data
that isused inthefollowing estimations covers 5435 persons after al so eliminating asmall
number of inconsistent answersto the questions of the survey.

Thekey variableof thesurvey from the point of view of thisstudy is, of course, the perception
of jobingability at theindividua leve of theeconomy. Thisquestion of thesurvey isformulated
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asfollows: " Do you worry about the security of your present work?’ In particular, inthe
conduct of the survey the notion that " job security” was equal to”job stability” was heavily
underlined. Theanswersto the question can beeither "yes’ or "no”. Theformulation of the
question meansthat the applied measure of the perception of job instability confoundstwo
components, which are the chance of job loss and the consequences of job loss (see, for
example, Dominitz and Manski, 1997). Thisparticul ar feature of the applied measure of the
perception of job instability haveto betaken into account in the discussion of thefollowing
estimation results. One potentia problem of the applied question of thesurvey isthat it does
not define the exact time span of fear about job instability. However, thefollowing analysis
of the survey also includes anumber of variables (such as education) that can broadly be
interpreted asindicatorsof theindividuals' timepreference.

Thebasic distribution of perceived job instability in Europe based on the applied survey
of thisstudy isshownin Table 1. There areindeed |large differencesin the amount of
perceived job ingtability from country to country. Thelowest level of perceived jobinstability
isin Denmark (9%). In contrast, the highest level of perceived jobinstability isin Spain
(63%). According to the survey, the perception of job instability ismore commoninthe
UK thanthe empirical resultsreported in Green et a. (2001) indicatefor 1997 and 1998.
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Table 1. The frequence of worry about the security of one’ s present work in Europe (i.e.
an answer to the question: " Do you worry about the security of your present work?”).
"UN” refersto the standardized unemployment ratein 1998 (Source: OECD, 1999).

Country "YES” "NO” UN (%)
Audtria 23 77 6.4
Bdgium 25 75 11.7
Denmark 9.0 90 6.3
Finland 17 83 114
France 28 72 11.8
Germany 36 63 11.2
Greece 60 39 10.1
Ireland 19 81 7.7
Itay 48 52 12.2
Luxembourg 22 78 3.1
Netherlands 20 80 4.2
Portugd 12 84 5.0
Spain 63 36 18.8
Sweden 20 80 6.5
United Kingdom 26 74 6.2
Norway 15 85 3.2

The average unemployment ratein the countriesincluded inthe survey isin positiverelation
with the perception of jobinstability (Figure 1). Theunderlying correlation of the perception
of job instability and the unemployment rateisin line with the recent notions based on
grossflows of jobsand workers, because therate of worker outflow into unemployment
tendsto be at the higher level in the segments of the economy that are characterized by
the high unemployment rate. However, the correl ation of the perception of jobinstability
and the unemployment rateisfar from perfect acrossthe countries of the survey.* Thus,
there tends to be about the same amount of perceived job instability among workers
despite the fact that the average unemployment rateisfar from equal in certain pairs of
countries. For instance, the perception of job instability among employed workersisat
about the samelevel in Finland and Norway despite the fact that the unemployment rate
was 11.4% in Finland in 1998 and only 3.2% in Norway.
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Figure 1. A scatterplot of "yes’ answers (to the question: " Do you worry about the
security of your present work?") and the standardized unemployment rate (UN) in 1998
in European countries.
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Figures 23 relate theincidence of job instability to the strictness of labour standardsand
to the strictness of employment protection.'* These figures are not consistent with the
popular notion that the perception of job instability declines as the strictness of 1abour
standards and the strictness of employment protection increase in European |abour
markets.® This pattern emerges despite the stylized feature of the literature that the
underlying magnitude of grossjob and worker flows of the economies declines asthe
strictness of labour standards and employment protection increases.’® An explanation for
thisparticular patternisthat strong employment protection may be associated with lower
joblossprobabilities but with greater difficulty in finding an equally good job conditional
onlosing the current one.
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Figure 2. A scatterplot of "yes’ answers (to the question: " Do you worry about the
security of your present work?") and an index of labour standards (Source: Nickell and
Layard, 1999).
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Figure 3. A scatterplot of "yes” answers (to the question: " Do you worry about the
security of your present work?") and an index of employment protection (Source: Nickell
and Layard, 1999)
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In addition, Figure 4 depictsthe rel ationship between the incidence of the perception of
jobinstability and the replacement rate across countries.’” There therefore seemsto be
someweak empirical evidencefor the view that the perception of job instability isat a
lower level inthe countriesthat have high replacement rates. In particular, inthe UK there
isalow replacement rate and also ahigh level of the perception of jobinstability compared
with the Nordic countries.

Figure 4. A scatterplot of "yes’ answers (to the question: " Do you worry about the
security of your present work?") and an index of the replacement rate (Source: OECD,
1998)
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Thesurvey includesagreat number of individual characteristicsand other variablesthat
facilitate theinvestigation of the determination of the perceived job instability in Europe.
The applied variables of thefollowing analysisare summarizedin Table 2. In addition,
Table A2 provides summary stetistics of the most important variables. Most of the applied
variablesare (almost) self-evident. The variablesare divided into three broad categories.
Thus, there are variablesthat characterize (i) individual s (such as education), (ii) jobsthat
individuals hold (such asthe number of jobsthat anindividual currently holds) and also
(iii) variablesthat capture some key characteristicsof firms(such asthesize of the company
at which theindividual iscurrently working). In addition, the following Probit models
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include country dummies owing tothefact that there are evidently large differencesin the
perceived job instability from country to country within Europe.

Table 2. The description of the selected variables.

Variable

Definition/measurement

Individual characteristics:

WORRIED

AGE

AGE?
GENDER
DEGREE
MARRIED
PARTNER
CHILDREN
EXPERIENCE
TENURE

UNEMPLOYED

GENOPTIMISTIC

PEROPTIMISTIC

Job characteristics:
JOBS

HOME

PART
OVERTIME
TEMPORARY
MANUAL
MANAGER

HOURS
METROPOLITAN

Firm characteristics:
MANU

Individual isworried about the security of his/her present job=1,
otherwise=0

Age of an employee

AGE squared

1=male, O=female

Individual hasauniversity degree/college degree=1, otherwise=0
Individual ismarried=1, otherwise=0

Partner is not currently in paid work=1, otherwise=0

Individual haschildren=1, otherwise=0

Individual has been in paid work over 10 years=1, otherwise=0
Individual has worked over 10 years for current employer=1,
otherwise=0

Individual has been unemployed during the past fiveyears=1,
otherwise=0

Individual thinksthat the general economic situationiscurrently
"very good' =1, otherwise=0

Individual thinksthat his/her personal economic situationiscurrently
'very good' =1, otherwise=0

Individual has currently only onejob=1, otherwise=0

Individual would liketo work at home=1, otherwise=0

Individual has currently apart-time job=1, otherwise=0
Individual hasrecently done paid or unpaid overtime=1, otherwise=0
Individual has currently atemporary contract=1, otherwise=0
Individual hasamanual job=1, otherwise=0

Individual has managerial dutiesin his/her current job=1,
otherwise=0

The number of hours that individual works per week on average
Individual islivingin or closeto alarge city with more than

100 000 inhabitants=1, otherwise=0

Individual is currently employed in manufacturing industries
(including mining and construction)=1, otherwise=0
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SERVICE Individual iscurrently employed in service sectors (including public
services)=1, otherwise=0

SIZE1 Size of company measured by the number of employeesisless
than 9=1, otherwise=0

SIZE2 Size of company measured by the number of employeesisfrom
10to 49=1, otherwise=0

SIZE3 Size of company measured by the number of employeesis from
50 to 499, otherwise=0

SIZE4 Size of company measured by the number of employeesis more

than 500=1, otherwise=0 (reference)
Country dummy variables:

AUSTRIA Individual iscurrently living in Austria=1, otherwise=0
BELGIUM Individual iscurrently living in Belgium=1, otherwise=0
DENMARK Individual iscurrently living in Demark=1, otherwise=0
FINLAND Individua iscurrently living in Finland=1, otherwise=0

FRANCE Individual iscurrently living in France=1, otherwise=0
GERMANY Individual iscurrently living in Germany=1, otherwise=0
GREECE Individual iscurrently living in Greece=1, otherwise=0
IRELAND Individual iscurrently living in Ireland=1, otherwise=0

ITALY Individual iscurrently living in Italy=1, otherwise=0
LUXEMBOURG Individual iscurrently living in Luxembourg=1, otherwise=0
NETHERLANDS Individual iscurrently living in the Netherlands=1, otherwise=0
PORTUGAL Individual iscurrently living in Portugal=1, otherwise=0

SPAIN Individual iscurrently living in Spain=1, otherwise=0

SWEDEN Individual iscurrently living in Sweden=1, otherwise=0

UNITED KINGDOM Individual iscurrently living in the United Kingdom=1, otherwise=0
NORWAY Individual iscurrently living in Norway=1, otherwise=0 (reference)

4. Theresults

Owing to thefact that the applied variable WORRIED can, by definition, have only two
values(0or 1), itisconvenient to estimate a Probit specification asfollows;®

Prob (WORRIED,=1) =F (b’'x) + €, (1)

where WORRIED , is a dichotomous variabl e obtaining the val ues of an answer to the
question: " Do you worry about the security of your present work?” for theindividual i of

thesurvey. Thus, if WORRIED, is 1, then anindividual isworried about his/her present
job, and if WORRIED, is0, then anindividual isnot worried about his/her present job. x
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isavector of explanatory variables, b isavector of the estimated coefficientsand F is
the cumulative standard normal distribution function. eisanormally distributed error term
withmean 0 and variance s?.

The estimation results are summarized in Tables 3—4. Thefollowing assessment of the
estimation resultsisfocused on the resultsthat cover the whole popul ation (reportedin
Table 3). The probit modd wasalso estimated separately for the subpopul ation of females
(reported in Table 4).2° Thisisdueto thefact females hold quite different jobs compared
withthejobsthat are held by males. In particular, most of the part-timeworkersincluded
inthesurvey arefemales.

Table 3. The estimation resultsfrom the Probit model with marginal effects (DF/dx) for
thewhole population of workers (dependent variable: WORRIED). DF/dx isfor dummy
variablesan impact of discrete changefrom 0to 1 on the probability of the perception of
jobinstability.

DF/dx z-statistics
AGE 0.02389 4.37
AGE? -0.00023 -3.51
GENDER 0.02156 1.50
DEGREE -0.03529 -2.14
MARRIED -0.05703 -0.44
PARTNER -0.05537 -0.44
CHILDREN 0.00811 0.47
EXPERIENCE -0.02951 -1.44
TENURE 0.03447 2.06
UNEMPLOYED 0.06930 4.27
GENOPTIMISTIC -0.03335 -1.32
PEROPTIMISTIC -0.07363 -3.43
JOBS -0.00205 -0.07
HOME 0.00359 0.17
PART -0.04574 -2.05
OVERTIME 0.04981 3.50
TEMPORARY -0.14925 -7.87
MANUAL 0.02408 1.64
MANAGER -0.03664 -2.63
HOURS -0.00136 -161
METROPOLITAN -0.01313 -0.97

145



MANU 0.05723 2.09
SERVICE 0.00860 0.32
SIZE1 -0.02820 -1.45
SIZE2 -0.0297349 -1.70
SIZE3 -0.0275853 -1.68
AUSTRIA 0.10857 2.54
BELGIUM 0.13760 3.03
DENMARK -0.13490 -3.58
FINLAND -0.05126 -1.27
FRANCE 0.14227 3.73
GERMANY 0.20757 542
GREECE 0.42901 7.77
IRELAND 0.06135 1.35
ITALY 0.32619 7.44
LUXEMBOURG 0.11059 2.01
NETHERLANDS 0.03921 1.01
PORTUGAL -0.08627 -2.09
SPAIN 0.46465 10.00
SWEDEN 0.00542 0.13
UNITED KINGDOM 0.13144 3.30
Pseudo R? 0.113

Log-likelihood -2900.000

Number of observations 5435

Base caseisamale, living in Norway, who is employed in agriculture.
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Table 4. The estimation resultsfrom the Probit model with marginal effects (DF/dx) for
the subpopul ation of females (dependent variable: WORRIED). DF/dx isfor dummy
variablesan impact of discrete changefrom 0 to 1 on the probability of the perception of

jobinstability.
DF/dx z-statistics

AGE 0.01887 2.46
AGE? -0.00022 -2.25
DEGREE -0.06498 -2.68
MARRIED -0.20308 -1.28
PARTNER -0.16004 -1.08
CHILDREN 0.03467 1.37
EXPERIENCE -0.00189 -0.07
TENURE 0.008%4 0.34
UNEMPLOYED 0.03895 1.67
GENOPTIMISTIC -0.06214 -1.30
PEROPTIMISTIC -0.08399 -2.40
JOBS 0.01953 0.49
HOME 0.01208 0.36
PART -0.02461 -0.81
OVERTIME 0.04812 2.33
TEMPORARY -0.17390 -6.42
MANUAL 0.00093 0.04
MANAGER -0.02302 -1.06
HOURS 0.00015 011
METROPOLITAN -0.03247 -1.56
MANU 0.11134 2.55
SERVICE 0.05415 1.37
SIZE1 -0.03263 -1.15
SIZE2 -0.05722 -2.14
SIZE3 -0.06804 -2.67
AUSTRIA 0.10379 154
BELGIUM 0.17152 2.40
DENMARK -0.15936 -2.68
FINLAND -0.01736 -0.27
FRANCE 0.13734 2.25
GERMANY 0.22063 3.57
GREECE 0.41291 5.23
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IRELAND -0.01420 -0.19

ITALY 0.33785 4.76
LUXEMBOURG 0.18643 2.19
NETHERLANDS -0.00101 -0.02
PORTUGAL -0.11909 -2.02
SPAIN 0.44884 6.10
SWEDEN 0.02801 0.39
UNITED KINGDOM 0.07185 1.16
Pseudo R? 0.126

Log-likelihood -1316.268

Number of observations 2472

Base caseisliving in Norway and employed in agriculture.

Theindividual characteristics are obviously an important element in the empirical
determination of the perception of job instability in Europe. In particular, theresultsreveal
that the perception of job instability isindeed higher among ol der workers than among
young workers despite the stylized feature of labour marketsthat the turnover of jobsand
workersismoreintensive among young employees.?® Theresults are therefore consistent
with the popular notion that job instahility ismore of aproblem for aged employeesand
that the turnover of jobs among young employeesis mainly due to the voluntary quits,
which are often related to career concerns. The result is also in line with a recent
investigation by Blanchflower and Oswald (1999), according to which thereisan increase
in the perception of job insecurity as an employee ages. In addition, the observationisin
linewith the stylized fact that job displacementstend to cause much larger wage losses
for the older worker (see, for example, Kuhn, 2001). Thisvariation of wage losses across
age groups of workers may reflect the feature that agreater fraction of older workers'
skillsare specific to an occupation or industry, thus exposing them to amuch " thinner”
labour market, compared with the young workers with more general |abour market
engagement. In other words, theresultisinlinewith the notionthat it isthejob losswage
penalty morethan thejob lossincidencethat drivesthe perception of job instability among
workersin Europe.

Thereare no differencesin the perceptions of job instability between malesand females.
Thisresultisnicely inlinewith observations by Manski and Straub (2000) for the U.S,,
Greenet al. (2001) for the UK and OECD (1997) for Europe, but in disagreement with
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an empirical study by Clark (1997), according to which males rank job security more
highly than females, applying the British Household Panel Survey.

The perception of job instability does decline asan individual gets additional years of
schooling. In other words, education providesakind of "shield” against job instability in
Europe. Thisparticular result isinlinewith earlier empirical studiesfrom Anglo-Saxon
labour markets elaborated in the earlier section of thisstudy. In other words, the European
labour markets, asawhole, and the Anglo-Saxon labour markets seemto besimiliarin
thisrespect. The breakdown of jobinsecurity by OECD (1997) revealsonly wesk empirical
evidencefor theview that there are differencesin the perception of job instability based
ontheyears of educationin Europe.?

In principle, there should belessperception of job instability if anindividual ismarried and,
inparticular, if the partner iscurrently in paid work. Thisisdueto thefact that the partner’s
income providesat |least apartial shield against job insecurity in the presence of imperfect
privateinsurance markets. However, the estimation resultsare not in linewith thisline of
thinking. In addition, theresultsdo not support the view that the presence of childrenincreases
the perception of job instability. In principle, the perception of job instability, other things
being equal, should riseif theindividual haschildren, because childrens wellbeingisamost
totally dependent on the stability of their parents' income stream. The hypothesisthat the
presence of children should, other thingsbeing equal, yield anincreasein the perception of
jobinstability doesnot hold even for the subpopulation of females (see Table 4).

According to theresults, along attachment to labour marketsintermsof general experience
falstodeliver adeclinein perceived job ingtability among European workers. The conventia
wisdom saysthat job tenure can be considered to be aproxy variablefor thefirm-specific
human capital of individuals. Thismeansthat along tenure should yield adecreaseinjob
instability at theindividual level of the economy, becausefirmstypically follow the policy
of "lastin, first out”. Infact, Green et al. (2000) provide empirical evidencefor thiskind
of reasoning in the context of the UK. However, theresultsindicatethat along tenure (i.e.
along-term attachment to the samefirm of the economy) does not yield adeclinein the
perception of job instability in European |abour markets.? In other words, theresultsare
thereforein keeping with the view that human capital ismostly general by itsnature.

An occurrence of unemployment during the past five yearsyieldsasubstantial riseinthe
perception of job instability. However, this pattern does not hold for females (see Table
4). Theresultsistherefore closely in line with the recent observations by Green et al.
(2001) for the UK. In addition, Aaronson and Sullivan (1998) have discovered that
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individualsthat have previously had an unemployment period are more proneto job
insecurity in the U.S. labour markets. In principle, there can be both rea and
psychological reasonsfor thiscorrelation. Thereal reasons arisefrom thefact that there
isan episode of deaccumulation of human capital during the periods of unemployment.
The occurrence of unemployment therefore yieldsadeclinein the future probability of
finding ajob. On the other hand, the psychological effects are based on the notion that
past experience tends to heighten the "availability” of that particular option to the
individual .* In addition, the result concerning the effect of past unemployment on the
perception of job instability is connected to the emerging economic literature that stresses
thenotion that unemployment isasignificant contributor to the unhappiness of individuals
acrossindustrialized countries (see, for example, Di Tellaet al., 2001). A part of the
contribution of unemployment to unhappiness can therefore berealized viatheincreasein
the perception of job instability in the case that individual sarerisk-averters.

Theempiricd finding that the unemployment history strongly mattersfor the perception of
jobinstability isalso consistent with the notion that an unemployment episode provides
privateinformation about the unobservable productivity of an employee. Thus, alayoff of
anindividual worker in contrast to aquit or aclosure of whole plant isindeed acredible
signal about thelow productivity of an employee (see, for example, Gibbonsand Katz,
1991). Thismeansthat unemployment tendsto bring future unemployment at theindividua
level of the economy (see, for example, Arulampalam et al., 2001). The welfarelosses
associ ated with unempl oyment episodes can manifest themselvesin extremeform. Infact,
Charlesand Stephens (2001) observethat alayoff yieldsan increasein the future divorce
probability of individualsinthe U.S.

Theresultsfurther reveal that an optimistic view of the general economic conditionsinthe
country of anindividual has no effect at all on the perception of job instability, but an
optimistic view about one’ s personal economic conditionsisassociated with adeclinein
the perception of job instability. The estimation resultstherefore underline the view that
the perception of job instability isadeeply persona matter.

There are anumber of job characteristicsthat are essential in the determination of the
perception of job instability inthe context of the European labour markets. In principle,
thefact that anindividua holdsmorethan just one current job should decreasethe perception
of job instability, because the presence of multiplejobs should diversify variousrisks
induced by labour markets, owing to the fact that the idiosyncratic shocks that affect
thesejobsare not perfectly correlated with each other.?6 However, thisline of reasoning
isnot inlinewith the estimation results.
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Greenet a. (2001) observethat the various measures of job dissatisfaction are positively
related to the perception of jobinstability in theunregulated UK labour markets. In addition,
Blanchflower and Oswald (1999) discover that both U.S. evidence and European data
point out that thereisastrong positive correl ation between feeling secure and saying one
issatisfied with ajob. Infact, the HOME variable of thisstudy can beinterpreted asan
indication of job dissatisfaction. The estimation resultsarethereforenot inlinewith the
earlier UK empirical evidence.

The perception of job instability isnegatively related to the presence of apart-time contract
and positively related to the past overtime hours.?” In principle, the presence of earlier
overtime hourscould put morefaithin the stability of the current match, because overtime
hours are often implemented in the case of robust demand for the products and services
of the particular firm, but the estimation resultsare not in linewith thiskind of reasoning.
In contrast, the estimated impact of overtime hours on the perception of job instability is
inlinewith the notion that hours of work are adjusted before the adjustment of the number
of employees, asthereisanincreasein demand. Thus, theimplementation of overtime
hoursreflects, infact, the underlying uncertainty about thefirms' current environment that
isalso reflected in the perception of job instability among employees. Theresultsfurther
indicatethat the effect of apart-time contract on the perception of job instability disappears
within the subpopul ation of females (see Table 4).

However, the most striking result of this study isthat the perception of job instability is
negatively related with the variable that capturestheindividual sthat have atemporary
contract.?® The estimation result also holds for the subpopulation of females (see Table
4). Theresult can beinterpreted as an indication of the feature in the European labour
marketsthat personswho have started atemporary contact have already discounted the
high-subjective probability of job losswhen they accept that type of contract. Thismeans
that atemporary contract as such does not yield an additional increasein the perception
of job instability at theindividual level of the economy, other thingsbeing equal. The
above result is not in line with the observations by Green et al. (2001), according to
which individuals hol ding short-term empl oyment contractsarefound to report the greatest
levelsof jobinsecurity inthe UK. However, the result can berationalized by noting that
temporary contracts often provide a path towards more stable employment rel ationships.®
Thiseffect isespecially relevant in the context of the European unemployment problem.

The perception of job instability isnot related at al to the fact that an individual isa

manual worker, but negatively related to the feature that an individual has managerial
dutiesin his/her current job. Thelatter can berationalized by the notion that individuals

151



who have managerial dutiesa so have at |east some power to decide about the separations
of employees. In addition, the weekly hours of work are not related to the perception of
job instability, despite the fact that long hours of work by employees could serve asan
indicator that the demand for firms goodsand servicesisrelatively robust in the current
market conditions. The perception of job instability isnot more commonin largecities
with more than 100 000 inhabitants. Thismay reflect the stylized feature that anincrease
inthedensity of economy activity leadsto more efficient matching within regional 1abour
marketsviathe so-called thick market externalities, despitethefact that large citieshave
pockets of high unemployment rates.

Thesurvey includesalimited number of variablesthat aimto characterizethefirms' position
in the economy. Theresults show that the perception of job instability ismore common
within manufacturing industries. Thisresult isin linewith the observationsby Aaronson
and Sullivan (1998) for the U.S., according to which job insecurity issubstantially higher
in the manufacturing sector thanin all other major industries, but the breakdown of job
insecurity by OECD (1997) isnot ableto find differencesin the magnitude of the perception
of jobinstability betweenindustriesand servicesinthe context of European labour markets.
However, the above result, according to which the perception of job instability ismore
common within manufacturing industries, isnot in linewith the stylized features presented
in therecent literature on gross job and worker flows. The magnitude of grossjob and
worker flows tends to be higher in non-manufacturing industries compared with
manufacturing industries (see, for example, Davisand Haltiwanger, 1999).

In addition, thereis some empirical evidence for the view that the perception of job
instability by individualsincreases according to the size of thefirm. Thiseffect ismost
notable for the subpopulation of females (see Table 4). The perception of job instability
therefore seemsto belesscommonin small establishments. Thisresultisnot inlinewith
therealized patterns of turnover, either, because the turnover of jobsand workerstends
todeclineasfirms’ sizeincreases.* However, this observation can berationalized by
noting that thereis almost always alow hierarchy in small firms compared with large
companieswith agreat number of separate establishments, which facilitatesamore efficient
and detailed flow of information about the position of firmsin the population of small
firms,

Finally, the country dummiesthat weincluded indicate that there are genuine differences
inthe perception of job instability from country to country in Europe after taking account
of variousfactorsthat contribute to the incidence of job instability. For instance, the
perception of jobinstability islower in Denmark and higher in Spain thanin Norway even
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after taking into account the controlsincluded for theincidence of job instability at the
individual level of the economy. This same pattern of job instability holds for the
subpopulation of females (Table4). There are a so unobservabl e idiosyncratic elements
that affect theincidence of job instability in European labour markets.

4.1. The robustness of the reported results

Along with the reported estimation resultsin Tables 3-4, aversion of the Probit model
was estimated that included the gender-specific unemployment rate by Eurostat (2000)
for the European Union countriesin 1998. The unemployment variablewas not statistically
significant with the country dummiesincluding the same control variablesasthe models
reported in Tables 3-4. Thereason for thisfeatureisthat thereisno temporal variationin
unemployment rateswithin countriesat all, becausethe applied survey of thisstudy provides
cross-country information only for thesingleyear 1998. Thisfeature of estimation naturally
extendsto another variables by asimiliar nature (including the variablesthat capture the
institutional characteristicsof European labour marketsthat were discussed at the end of
the third section of the study). This means that there is no point in trying to include
institutional features as an additional explanatory variableto the reported Probit models
of the study.

Without the country dummies, the resultsindicated that an increasein the gender-specific
unemployment rateyields an increasein the perception of job instability among workers,
whichis, of course, deeply inlinewith common sense. Theresultisalsoinlinewith Figure
1. Therest of the results remained the same asthe reported onesin Tables 3—4. The same
results asthe ones with the gender-specific unemployment rate hold in the case that the
unemployment rate was replaced by the gender-specific share of long-term unemployed
of all unemployed individualsfor the European Union countries excluding L uxembourg
and Ireland provided by Eurostat (2000). The motivation for that particular specification
wasthefact that long-term unemployment definitely yields extremely high private coststo
individualsinterms of lost human capital inthe context of European labour markets.

Another point concerning the robustness of the reported resultsin Tables 3—4 can be
summarized inanutshell asfollows. Without the country dummies, the estimation results
remained the same, but the GENOPTIMISTIC variable turned out to be statistically
significant with anegative sign asa priori expected. Thus, anincreasein the optimistic
perception about the aggregate economy definitely deliversadeclinein the perception of
jobinstability at theindividual level of the economy. In addition, the JOBSvariabledid
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get anegative sign. Thismeansthat thereis some evidencefor theview that anincreasein
the number of jobsisableto reducethe perception of job instability at theindividual level
of the economy. The exclusion of the PEROPTIMISTIC and GENOPTIMISTIC variables
yielded the same results asthe reported onesin Tables 3—4.

The survey includes aquestion about the employee’ s view about his/her labour market
positionfromfiveyearsafter theinterview (the question 109ainthe manual of theinterview,
see Infratest Burke Sozialforschung, 1999a). The estimation results showed that the
perception of job instability ishighly correlated with the notion that an employee thinks
that he/sheisin the pool of unemployed individualsfrom fiveyearsafter theinterview.
Thisfactisinlinewith thinking that workersareindeed ableto deliver consistent answers
to the questionsabout the perception of jobinstability at theindividua level of the economy.

5. Conclusions

The study explored the empirical determination of perceived job instability in Europe.
The study was based on the large-scale survey from the year 1998 covering 15 member
states of the European Union and Norway. All in al, there tendsto be arather vague
relationship between institutional features and the perception of job instability among
workers. However, the patterns of perceived job instability and theinstitutional features
of European countries are not consi stent with the popular notion that the perception of
jobinstability declinesasthe strictness of labour standards and the strictness of employment
protection increasein European labour markets. This pattern emerges despitethe stylized
feature of the earlier literature that the underlying magnitude of grossjob and worker
flows of the economies declines as the strictness of |abour standards and employment
protection increases. This meansthat the perception of job instability and the underlying
gross flows of job and workers need not be closely correlated.

Theresults show that perceived job instability increaseswith age. In other words, thereis
evidencefor theview that it isthejob losswage penalty more than thejob lossincidence
that drivesthe perception of job instability among workers. Anincreasein the educational
level, on the other hand, leadsto adeclinein the perception of job instability. Thereare
no differences in the perceptions of job instability between males and females. An
occurrence of unemployment during the past five years deliversasubstantial riseinthe
perception of job instability. The empirical finding that the unemployment history strongly
mattersfor the perception of jobinstability iscons stent with thenotion that an unemployment
episode provides privateinformation about the unobservabl e productivity of an employee.
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Themost striking result wasthat atemporary contract as such doesnot yield an additional
increaseto the perception of jobingtability at theindividua level of the economy. However,
the perception of job instability ismore common within manufacturing industriesand there
issome evidencefor theview that it increases according to the size of thefirm. Thereare
also strong country effects.
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Table Al. The number of interviews across countries.

Country Number of interviews
Austria 1501
Bdgium 1510
Denmark 1485
Finland 1504
France 3026
Germany 2998
Greece 1506
Ireland 1400
Ity 2992
Luxembourg 822
Netherlands 1500
Norway 1500
Portugal 1501
Spain 3000
Sweden 1312
United Kingdom 3000
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Table A2. Selected descriptive statistics for the whole popul ation of employees.

Variable MEAN STD MIN MAX
WORRIED 0.27703 0.44755 0 1
AGE 38.43222 10.93591 16 64
GENDER 0.51688 0.49974 0 1
DEGREE 0.29214 0.45477 0 1
MARRIED 0.65463 0.47551 0 1
PARTNER 0.34134 0.47418 0 1
CHILDREN 0.61717 0.48610 0 1
EXPERIENCE 0.71911 0.44945 0 1
TENURE 0.41225 0.49226 0 1
UNEMPLOYED 0.19785 0.39840 0 1
GENOPTIMISTIC 0.09970 0.29961 0 1
PEROPTIMISTIC 0.10992 0.31280 0 1
JOBS 0.93188 0.25196 0 1
HOME 0.09980 0.29975 0 1
PART 0.19287 0.39457 0 1
OVERTIME 0.64088 0.47976 0 1
TEMPORARY 0.83084 0.37491 0 1
MANUAL 0.36214 0.48064 0 1
MANAGER 0.37767 0.48483 0 1
HOURS 39.03729 12.0639 1 88
METROPOLITAN 0.42980 0.49507 0 1
MANU 0.24377 0.42938 0 1
SERVICE 0.71599 0.45096 0 1
SIZE1 0.17435 0.37944 0 1
SIZE2 0.24815 0.43197 0 1
SIZE3 0.29471 0.45595 0 1
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flows. Burdaand Wyplosz (1994) provide empirical evidence on the magnitude of grossjob
and worker flows in Europe.

2|n addition, Aaronson and Sullivan (1998) argue that the trends in job security are much
more relevant to the discussion of whether special factors might be restraining wage inflation
than arethetrendsinrealized job stability. In particular, if declinesin job stability areless
dramatic than declinesin job security, it must largely be because workers are less likely to
leave jobs voluntarily, and a decreased tendency to quit jobs may itself signal worker
insecurity.

3The survey was commissioned by the European Foundation for the Improvement of Living
and Working Conditions, Dublin, and the Norwegian Royal Ministry of Labour and
Government Administration, Oslo. Fieldwork was co-ordinated by Infratest Burke
Sozialforschung, which also prepared the initial analyses of the survey.

“Alesina et al. (2001) provide a recent study on the differences of European and U.S.
welfare systems.

SNeumark et al. (1999) summarize the evidence on job instability in the United States.
OECD (1997) provide empirical evidence on the evolution and the causes of job instability
for Europe. In addition, Givord and Maurin (2001) provide recent evidence on therisein
magnitude of job instability in France.

S OECD (1997) provides a breakdown of perceived job insecurity in Europe based on the
Eurobarometer Survey for 1996. Blanchflower and Oswald (1999) provide an investigation
intojob insecurity by applying the ISSP (International Social Survey Program) including a
large group of countries. In addition, Domenighetti et al. (2000) provide empirical evidence
for the view that job insecurity generates substantial negative health effects (for example,
sleeplessness).

"Aaronson and Sullivan (1998) provide additional evidence on thisissue.

8However, the empirical evidence presented by Aaronson and Sullivan (1998) reveal s that
an increase in the perceived likelihood of job loss has been especially great among white-
collar workers during the 1990s. Thus, there has been a kind of ”democratization” of job
insecurity inthe U.S.

°Green et al. (2001) also find that increased job insecurity, relative to the aggregate
unemployment rate, has contributed in part to wage restraint in the UK. Aaronson and
Sullivan (1998) have earlier reported similiar empirical results for the U.S. by using the
General Social Survey (GSS). Nickell et al. (2002) provide additional evidence on theissue
of job insecurity in the UK.

0 Infratest Burke Sozialforschung (1999a, 1999b, 1999c, 1999d) provides the detailed
documentation of the survey.

1 Thetotal number of tel ephone-assisted interviewswas 30557. The number of non-employed
individuals and economically inactive persons was 17908.

12Self-employed persons are defined as persons who declare themsel vesto be self-employed.
13Green et al. (2001) present similiar scatterplots by using the International Social Survey

Programme (1SSP) and find that there is a positive association between job insecurity and
the aggregate unemployment rate across countries.
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14 Greece and Luxembourg are excluded from Figures 2-3 due to the fact that indexes of
labour standards and employment protection are not available for these countries. These
indexes are adapted from Nickell and Layard (1999, p. 3040). Theindex of labour standard
strictnessisoriginally by OECD. Each country is scored from O (lax or no legislation) to 2
(strict legislation) on five dimensions: working hours, fixed-term contracts, employment
protection, minimum wages and employees' representation rights. The scores are then
totalled, generating an index ranging from 0 to 10. The OECD employment protection index
is based on the strength of the legal framework governing hiring and firing of workers.
Countries are ranked from 1 to 20, with 20 being the most strictly regulated.

15 Another possible interpretation of the correlation is that the demand for employment
protection rises if there is a great deal of perception of job instability among employees.
Agell (1999) provides an elaboration along thisline of thinking.

6 Bertola (1992), Garibaldi et al. (1997), Salvanes (1997) and Garibaldi (1998) provide
presentations of this view of labour market adjustment.

17 Greece is excluded from the figure owing to the fact that the replacement rate is not
availablefor that particular country. The replacement rates are adapted from OECD (1998)
and calcul ated as an average of thefirst four columnsin Table 3.1, which report replacement
rates for four family types (i.e. single, married couple, couple with two children and lone
parent with two children).

8 Horowitz and Savin (2001) provide a survey of binary response models.

9 A limited number of observations does not make it possible to estimate the specifications
separately for each country of the survey.

20Ryan (2001) provides a survey of these issues.

ZHowever, the measure of education in theinvestigation by OECD (1997) isfar from perfect,
because education is proxied by the age at which theindividual first left full-time education.

22This result is not in line with a stylized fact in the literature on gross worker flows,
according to which the probability of ajob ending, in fact, declines with tenure (see, for
example, Farber, 1999). A potential problem with the conclusion that along tenure does not
yield adeclinein the perception of job instability isthe fact that the age of an employee and
the length of the tenure tend to be positively correlated acrossindividuals.

B A related study by Ruhm (1991) finds that job losers continue to experience lasting wage
reductionsin the U.S. This suggeststhat there are significant worker attachmentsto specific
jobs. In addition, Hall (1995) focuses on the permanent effects of job losses in the U.S.
Kletzer (1998) provides asummary of empirical findings.

2% Tversky and Kahneman (1982) provide a discussion of these effects.

2] upi and Ordine (2002) report that individual unemployment experiencestend to scarring
only in the northern regions of Italy, where the aggregate unemployment rate is relatively
low compared with that in southern parts of the country.

% Another possibility isthat employeesthat have, by nature, asubstantial risk of losing their
jobs should they hold more than just one current job. Bell et al. (1997) observe by using the
British Household Panel Study that multiple job holding is an incomplete ' hedge’ against
financial insecurity in the UK. Keyssar (1986) provides an interesting discussion of
unemployment in Massachusetts in the 19th century. According to Keyssar (1986) many
people held many jobs as a mechanism of self-insurance.
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27The results concerning the effect of a part-time job on insecurity isin conflict with the
observations by Green et al. (2000) for the UK, according to which part-time jobs tend to
yield an increase in the perception of job insecurity in low wage occupations.

B Temporary employment is defined as non-permanent employment (including fixed-term
and temporary agency contracts).

2 Houseman (1998) provides empirical evidence on this feature of labour markets for the
u.s.

%0 Davis and Haltiwanger (1999) provide a survey of the literature.
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