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INTRODUCTION:
TIME-USE AND ECONOMICS

Abstract:

This essay surveys the peculiarities of time-use data from the viewpoint
of economic research. The most popular approach in modelling eco-
nomic behaviour with time-use has been the household production mo-
del introduced by Becker in the 1960’s. However its empirical implica-
tion has been difficult. The biggest problem with time-use data is that it
has been collected for the needs of societal accounting. Therefore there
exists only few observations on a given individual. This creates the prob-
lem of zero observations for seldom recurring activities. Econometric
estimation is in many cases hampered also by the lack of necessary back-
ground variables like income information.

0 INTRODUCTION

This thesis contains four applied econometric essays on time-use in Fin-
nish households. Using Finnish Time-use Sutvey from year 1999,/2000
we will study whether spouses spend time together, the number of activi-
ties people engage in during housework and leisure time, how active the
leisure time-use is, and what makes people do multiple activities at the
same time.

Klevmarken (1999) concluded his survey on the lack of time-use re-
search by noting pessimistically that “...the time-use data are underuti-
lized.” Although time-use data have been available from 1960’s there has
not been as much research utilizing these datasets as would have been
expected. He attributed this to the reservation that economists have with
the high noise to signal ratio in time-use data and missing economic vari-
ables. Indeed, time-use data seem to be a prime example of data that are
plagued with endogeneity problems in econometric sense: omitted vari-
ables, measurement errors and simultaneity in variables.

However, there are research questions that could and should be ana-
lyzed with time-use data. Time allocation, interaction between household



members, human capital formation, determinants of labour supply, gen-
der equality and child care questions are all examples of areas on which
time-use data could shed more light. The possible problems with the
data should be seen as a challenge - not as a hindrance - to research.

Fortunately, the Finnish time-use data that have been collected by Sta-
tistics Finland are of high quality: nonresponse rates are low for house-
hold level samples and there exists a lot of background information. Sta-
tistics Finland has been active in developing methods for collecting and
analysing time-use data since 1979. One indication of the professional
high standards is the fact that Statistics Finland has been selected as a
coordinator of the European Harmonised Time-use Survey. Thus Fin-
nish Time-use Survey offers a researcher a good opportunity to test the
different theories on time allocation.

The economic framework for modelling time-use has also existed since
the 1960’s. At that time, standard consumer theory was enlarged by Gary
Becker to take time into account. In this household production theory,
time and market goods are combined within a household to produce more
‘basic’ commodities like a warm meal. People derive utility from these
basic commodities. The problem with this general theory is that the out-
puts, these ‘basic’ commodities are unobservable. Subsequently, variants of
this framework have been introduced with more easily measured variables.
However, the implementation of these models has been scarce.'

Two developments are contributing to renewing the interest to study
time-use in economics. First, there will be more time-use datasets avail-
able that have the information on income, taxation and transfers that is
necessary for meaningful economic modelling of household behaviour.
There are also attempts to produce comparable cross-country time-use
data, so the testing of models with geographically more varied data will
be possible in the future.

Secondly, there has been advancement in econometric methods that
concern endogeneity problems and limited dependent variables. The
advancement in methods makes it possible to draw more accurate infer-
ences from economic models that utilize time-use data.

However, time-use data still offer more problems than solutions. Care
should be exercised in dealing with the most common endogeneity

1 There are a number of textbooks on household production theory and family econom-
ics. For example Bryant (1990), Cigno (1991), Kooreman and Wunderink (1997), and
Ermisch (2003). For a definite survey of the field see Rosenzweig and Stark (1997).



problems: omitted variables, measurement errors and simultaneity. These
complications can result in widely differing results if they are left unac-
counted for. But also careless use of the proposed solutions to complica-
tions can result in erroneous interferences.

In this survey we will review the common theoretical models for ana-
lyzing time use, the structure of time-use data available, the special
econometric problems connected with time-use data, and the state of
economic research concerning time-use. This chapter will end with a
short review of the essays in this thesis and a discussion of the imputa-
tion of certain missing variables used in the studies.

Edward Lazear (2000) has written about economic imperialism, which
he interpreted to mean the willingness of economists to study questions
that fall clearly outside their traditional subject matter with the refined
mathematical methods. Lately it has been the sociologists who have been
forced to shout “The barbarians are coming! The barbarians are coming!”
Hamermesh and Lee (2003) warned about the danger that “ in many
cases our [L.e. economists] research addresses questions that scholars in
other disciplines have already addressed, is not linked to economic the-
oty, and/or uses different data but employs methods and approaches
used many times before by others.”

Economic research has its comparative advantage in the models that
explain individual behaviour in a maximizing framework. Our essays will
use these models extensively. The outcomes proposed are not random:
they are the responses of rational individuals to outside constraints. We
propose that this framework will give a more accurate picture of the time
allocation process than has been achieved by methods from other, less
formal, scientific disciplines.

Time is a scarce commodity. Economics is about the allocation of
scarce commodities to competing uses. The road to travel is a natural
one, but most of the territory is uncharted.

I HOUSEHOLD PRODUCTION THEORY

1.1 The Beckerian Model of Time Allocation

As Juster and Stafford (1991) noted in their survey of time-use research,
“The challenge for economic research [on time] is whether the differ-



ences across countries and over time can be explained by a common
model of economic behaviour in which differences in wages, prices, in-
come taxation, or other forces lead to differences in the allocation of
time.” Indeed the question is whether economic variables are powerful
enough to explain time-use or whether cultural or other non-monetary
forces are stronger in shaping people’s use of time? It could be argued
that the proposed answer to this question marks the line between eco-
nomics and sociology.

Economics uses models to get predictions, which then can be tested
with data. Therefore the discussion of time allocation in economic con-
text is a discussion about suitable models to characterize the time alloca-
tion process.

In the traditional consumer theory, time has a role in the labour supply
decision but does not have a role in the consumption decision. Con-
sumer maximizes utility by consuming the goods that he purchases with
the income he gets from working in the market. How long the consump-
tion of different goods and services takes has no effect on the decision.
Neither has the composition of leisure or the amount of housework the
consumer does. This makes it impossible to study time allocation in the
context of traditional consumer theory.

Time was introduced to economic analysis of household behaviour by
Gary Becker in a series of seminal articles during the 1960’s.” Its subse-
quent variants have become cornerstones for time-use analysis in eco-
nomics. One of the most popular has been Gronau’s (1977) model on
the allocation of time in market work, housework and leisure.

In Becker’s original model, households combine market goods and
time to produce basic commodities. These basic commodities are quite
vague, like a warm meal or a happy child. This transformation of time
and market goods into basic commodities is described by the use of
household production function. Depending on the preferences of the
household and the production technology they use, a certain optimal
bunch of basic commodities is produced. These are not observable di-
rectly, but it is possible to have information on the time inputs and mar-
ket inputs that have gone into the production process.

In this context, the problem of consumer’s choice can be reduced to a
time allocation problem: How many hours have to be worked in order to

2 For original articles see Becker (1965) and Becker and Michael (1973). For a state-
ment of his approach see Becker (1991). For a survey of the field see Gronau (1986)
and Gronau (1997). For critical evaluation of Becket’s theories see Pollak (2003).



purchase market goods and how many hours to devote to making basic
commodities and consuming them. In the optimum the marginal utility
of consumption of a given basic good is equal to its shadow price, which
includes marginal inputs of goods and marginal value of time to make
the basic commodity. Then each basic commodity is produced to the
extent that its marginal rate of substitution between different inputs is
equal to the ratio of its input prices, which in this case are wage rate and
cost of goods.

There is a widely cited literature starting from Pollak and Wachter
(1975) on the weaknesses inherent in the Beckerian framework. Be-
cause outputs from the production process, the basic commodities, are
not directly observable, it is impossible to separate preferences from
the technology in a reduced form demand equations. Families who face
the same prices will choose different input mixes and it will be impos-
sible to deduce whether this is caused by their preferences or their
household production technology. The only way to make the prices of
basic commodities tractable is to assume that the household production
process exhibits constant returns to scale and there is no joint produc-
tion. Joint production means that a person derives direct utility from
performing an activity.” Pollak and Wachter argued that household
production is full of activities that give direct utility. They also argued
that constant return to scale is an unrealistic hypothesis in the context
of household production.

One way to avoid the criticism advanced by Pollak and Wachter is to
narrow the scope of household production to housework and leisure
activities. Then the objects of the study will be the time allocation to
various activities instead of the more abstract basic commodities. This
line was proposed by Gronau (1977) in his paper on the allocation of
time to housework, leisure and market work.

When household production is explicitly introduced into the decision
problem of an individual, it usually results in a marginal condition that
household production is done up to a point where the marginal product
of housework is equal to the wage rate from market work, which is
equalised to the ratio of marginal utility from leisure and consumption.
Leisure is a residual that is left after the amounts of household produc-
tion and market work are decided.

3 An example is an enjoyment from cooking food. If a person derives direct utility
from making food, he/she will devote more time to that activity than the optimum
would suggest.



Gronau’s original model had only one person. To illustrate this
framework we will use Solberg and Wong’s (1992) enlargement of Gro-
nau’s basic model (1977) to a two-person household. However, we will
depart from them in that we omit work related travel time from the
model. We also allow the household production function to have durable
goods alongside housework time of spouses as inputs. We also enlarge
their model to take into account the different productivities spouses have
in household work, by introducing productivity parameters o, and o, for
husband (7) and wife (f}, respectively. These productivity parameters can
be thought of as functions of human capital.

The level of aggregation of the time-use is high. We have just three
uses of time: housework, leisure and market work. Therefore, with this
model it is not possible to investigate the allocation of time to specific
housework or leisure activities.

The key assumption in this and other household production models
is that the goods produced at home are perfect substitutes to market
goods. The reason for using this assumption is that it separates the
production decision from the consumption decision. The allocation of
time to different activities is purely a technological question driven by
different productivities in different activities. For a person who is
working in the market, the price he commands for his labour, the wage
rate, will determine (when compared with his effectiveness in house-
work) his time allocation. Changes in the wage rate will cause adjust-
ments to the optimal time allocation and this is the comparative static
nexus of the model.

In a household with two consumers, the equilibrium condition is that
the ratio of marginal rates of substitution between spouses is equal to the
ratio of their wage rates. This means that the amount of time household
members spend on housework does not depend on their preferences but
on the opportunity cost of time and their productivities.

We will consider a household with two household members, husband
m and wife f, who both are working. The household preferences are
represented by a unitary household utility function U, which has the lei-
sure demands / (7 = ,f) and goods consumption x as arguments

U=U(L,.l,.x)
where x=x,+x,

so goods consumption is composed of goods purchased from the mar-
ket x, and household produced goods x;,. We invoke the much used and



controversial assumption that market goods and household goods are
perfect substitutes. The household production function is:

h afhf,d)

m-"m?

X, :z<a

b

where 4, and 4, are the amounts of housework of husband and wife, o,
and o are the corresponding productivity parameters of the housework
time and 4 is the household’s amount of durable goods used in house-
hold production. Durables enhance the productivity in household pro-

duction and it is assumed that OZ od 0. However, we will treat dur-

ables as a fixed element d in the production function z. The time con-
straint faced by spouses is:

T=lL+h+m,i=m,f,

where 7, is the amount of market work done by each household mem-
ber. The income constraint is:

xX=w,m, +wm, + z(a h afhf;d) +v,+v,,

m""m?

where », are the non-labour incomes of both household members and »;
is the after tax wage rate.

The Lagrangian of the maximization of the household utility subject to
the budget constraint is

L=U(L,.I,.x)
+2,(T =1, ~h,—m, )+ 2, (T~1,~h,—m,)
+lx(wmmm +w,m, +z(0{mhm,afhf;c7)+vm +v, —x)

where time-use of spouses is normalized to one. This results in first or-
der conditions for interior solution:

U, =/1j, j=m,f,x
Aza, =4, i=m,f
Aw =4, i=m,f

in addition to fulfilment of budget and time constraints. We get the re-
sult that




which is the equality, at the margin, of the wage, the marginal productiv-
ity in housework and the marginal rate of substitution between leisure
and consumption. Further manipulation gives the result that in the inte-
rior solution, the ratios of marginal productivities versus ratios of wage
rates, which also will be the ratios of the marginal rates of substitution
should be the same for both household members:

’,
afz/ =w/ _ /U,
a,z, w, U,

/]X

Household decision can be interpreted to have two stages. First the
household decides how much housework is done in order to maxi-
mize the profit from the household production subject to the oppor-
tunity cost of the market wage rate for both spouses. Then the
household maximizes its utility by choosing the amount of consump-
tion of market goods and leisure, given the maximized level of house-
hold production.

We will introduce profit functions for easier characterisation of com-
parative statics of the model. Assume that the profit from household
production can be represented as:

r=z(a,h,.ah;d)=w,h, —wh,

Holding the household productivity parameter constant the equilib-
rium amounts of housework can be expressed as functions of wage rates
of household members:

h,,* =hw,,w,), i=m,f

This can be substituted back to the profit function to derive a maxi-
mized profit function:

”*(Wm7 Wf) = Z(amh:q (Wm’ Wf)m’afh;(w”

== * *
oW Yid )= w = w, b,
There are three comparative static effects that are of interest. The
first is the effect of wage rates on the allocation of time, the second is
the effect of non-labour income on the time allocation and the third is
how the changes in productivity in housework affect the time alloca-
tion.



The rise in non-labour income does not change the trade-off between
equilibrium amount of housework and market work. Therefore the
amount of housework stays the same although leisure increases and mar-
ket work decreases. An increase in own wage rate shifts the optimal allo-
cation and leads to a reduction of housework. The income effect will
result in a reduction of market work and an increase in leisure. The gross
wage effect is therefore indeterminate.

If the housework times of the spouses are complements then the
housework of a person increases when the housework time of the
other spouses increases. If they are substitutes, then the housework
time of one spouse decreases when the housework time of the other
increases.

To derive comparative static effects for leisure demand, the profit
function is substituted into full-income constraint of Becket’s type. Then
household’s full income can be expressed as a function of wage rates and
non-labour income only:

1 :I(wm,wf,v):ﬂ*(wm,w/.)+wmmm +wm,+v

Now the household demand for leisure and market goods can be ex-
pressed at equilibrium as:

l :li(wm,wf,l), i=f,m
x=x(wm,wf,1)

A :ﬂg(wm,wf,])

The change in non-labour income has only income effect. The change
in wage rate on the demand for leisure works through following:

o _(a) oo
ow, \ow, comp ol ow,

where the first term refers to income compensated effects. From the
full-income constraint we have

o _|ox

M_ ow

m ./ comp

+7T
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where T'is the total time endowment. This can be substituted to get gen-
eralized Slutsky equation:

o (0} gy
ol

M LW )
The first term is the income compensated substitution effect and next
is the income effect. The third term describes the effect of the change on

the profit function. In this case Hotelling’s lemma a%w =—h, tells

that the effect of a rise in wage rate on the profit function is the negative
of housework.

We can interpret this as follows: the negative substitution effect of a
wage rate rise on the demand for leisure is reinforced by the negative
substitution effect from household production. The total effect cannot
be determined because the income effect is positive.

The nature of the spouses’ leisure time has an impact. The cross sub-
stitution effect of a wage rate rise on the other person’s demand for lei-
sure is positive if leisure times of household members are substitutes and
negative if they are complements. However, again due to the income
effect, the total effect is indeterminate. The income effect will also in-
crease the other partner’s demand for leisure and cut his/her demand for
market work.

The change in housework productivity has a substitution effect that
increases the time-used in household production and decreases market
work. However, the income effect is indeterminate. If spouses’ times in
housework are substitutes, then an increase in one spouse’s productivity
decreases housework time for the other spouse. If they are complements,
then the increase will increase also the housework time of the other
spouse. The overall effect that takes into account the income effects is
once again indeterminate.

This basic model does not include situations where one or both
household members are not working in the market. A model that takes
into account these features is presented in Kiker and Oliveira (1990,
1992). They explicitly considered corner solutions by estimating prob-
abilities for participating in the market and incorporating these estimates
in their production function.

The model presented above is the traditional unitary model of house-
hold decisionmaking although there are two household members in the
household. There is no bargaining between spouses and the decisions



11

that are reached are efficient by definition. This makes the model tracta-
ble even when household production is introduced into it.

However, there is a growing critical literature on the appropriateness
of such models." Some of the assumptions of the unitary model have
been empirically refuted and it has also been argued that an explicit ref-
erence to the bargaining within the household should be used.

Different modelling approaches that take the intrahousehold decision-
making explicitly into account have been called collective models or bar-
gaining models. There exist a number of variants of these models, some of
which have Pareto efficient outcomes and others that do not.”

The general structure of these models is that they first formulate a
Pareto-efficient household decision problem, which then is shown to be
equivalent to a decentralized model. This decentralized model has indi-
vidual utility functions and a conflict resolution algorithm in the form of
a sharing rule or a bargaining solution concept. The comparative statics
of the model is performed and there is an attempt to derive commodity
demands and labour supplies, which is usually not fully successful.’

Indeed, it would seem natural to treat time allocation in the context of
collective models of household behaviour. It would make the explicit
study of power relations within the household possible with regard to time
allocation. However, there are a number of difficulties with the incorpora-
tion of expanded time-use categories in these models, which makes the
traditional approach more suitable for the analysis of time-use.

The biggest problem is that introducing household production along-
side with bargaining mechanism makes many of the effects intractable. For
example, even in the case of allocation of time to market work and leisure,
the sharing rule between spouses cannot be fully recovered. By introduc-
ing an extra dimension to this problem, the model is not tractable except
under very strong and implausible assumptions. Moreover, the household
production models reduce the production decision of the household to be
contingent on wage rates and production efficiency. By explicitly consider-
ing bargaining questions, the preferences of the spouses are introduced
back into the decisionmaking. This complicates the models further.

* See for example Bourguignon et al. (1993), Browning et al. (1994), Lundberg and
Pollak (1994), Thomas (1990), Thomas (1993), Lundberg, Pollak and Wales (1997).

5 For example of collective models see Chiappori (1992) and Browning et al. (1994).
For Nash-bargaining models see Manser and Brown (1980) and McElroy and
Horney (1981). For non-cooperative bargaining see Lundberg and Pollak (1993).

¢ For example in the collective models sharing rule can be tecovered only up to an
additive constant. See Bourguignon et al. (1993), Chiappori (1988).
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The most notable investigation of the possibility to extend collective
models to take household production into account was made by Apps
and Rees (1997) and Chiappori (1997). Apps and Rees (1997) investi-
gated whether the presence of household production changes the results
obtained in multi-person model and whether it is possible to derive a
sharing rule by developing a model that includes household production.

In the Apps and Rees model, consumers have a choice over a market
good, a household produced good, and pure leisure by deciding the time
allocation to domestic production and labour supply. The implicit price of
the household produced good is determined within the household and the
price of leisure is the market wage rate. The household good is not trad-
able in the market. Apps and Rees divided the model to production and
consumption sides. Decentralization of the production side is achieved as
follows: The optimal amount of time to be devoted to household produc-
tion is determined. The consumption side is decentralized by choosing
shares of the full income for both household members, which has both
the labour and non-labour income and the profit from the household pro-
duction as argurnents.7 Then each household member maximizes his/her
utility given his/her share of the full income. The solution of this problem
gives us the demand functions for the three goods.”

In standard models without household production, the sharing rule
can be recovered up to an additive constant. In this enlarged model, this
is not possible. This is because time can be divided to three different
activities so leisure cannot be deduced solely from the labour supply.

Apps and Rees showed that the set of restrictions, which allows the
recovery of partial derivates of the sharing rule are that, first, household
production is linear homogeneous and, second, that demands for leisure
are independent of the price of the domestic good.

In his response to Apps and Rees’ contribution, Chiappori (1997)
showed that in the case when a household produced good is assumed to
be tradable, the sharing rule parameters can be recovered up to an addi-

7 Chiappori’s model can be obtained from the Apps-Rees model by setting household
production parameters to zero.

8 In this model the change of wage rate causes a substitution effect to arise in the
presence of household production, because the wage rate is the value of the time
and it affects the implicit price of the household produced good. This substitution
effect affects every household member. The change in wage rate also has an income
effect through the change in real income because it affects the implicit price of the
household produced good. The response to the change in the non-labour income
has both an income and a substitution effect.
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tive constant. In the most natural case, where the household produced
good is non-tradable, the Apps and Rees results of the impossibility of
recovering the sharing rule still hold.

There is a clear case for incorporating bargaining aspects of the
household decisionmaking into the models with household production.
However, the extra complications that possible enlargements would in-
troduce call for the use of a traditional unitary model with household
production in our essays.

The household production model in this chapter was introduced to give
the benefit of the theoretical framework with which to conceptualize the
time allocation decision and the forces that affect it. Household produc-
tion theory is a powerful ally in the research of time-use. In the essays
themselves, different variants of the household production models, which
will be more suitable for the research questions at hand, will be applied.

1.2 Testing Critical Assumption of Household Production
Model

Is the household production theory of any use in econometric studies? If
most of the postulated entities and their relationships are unobservable is
there any point of using it? Pollak and Wachter’s (1975) classical conclu-
sion is that there is none.

Regardless of the criticism, household production theory is used in
applied work. The way household production has been saved is that ad-
ditional assumptions have been invoked to get identification. Three criti-
cal assumptions are weak separability, lack of jointness in the production
process, and constant returns to scale.

The failure of these assumptions would have serious consequences for
time allocation models. There still is a paucity of empirical studies that
have tested these assumptions. However, some exist and they will be
reviewed briefly.

1.2.1 Joint Production

A recurrent theme in household production literature is the question of
the type and extent of joint production. Usually joint production is de-
fined to take place when a household member derives direct utility from
a productive activity at home. An example would be a housewife who
gets pleasure in preparing a meal for the family.
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Jointness has serious effects on the household production. With direct
utility derived from household work, household members will spend
more time on different activities than they would without direct utility. If
jointness is not accounted for, this effect will be attributed incorrectly to
higher level of marginal productivity in a given activity.

To test the effects of joint production Graham and Green (1984) pub-
lished a model where joint production was explicitly taken into account in
a household production framework. They extended Gronau’s (1977)
original model by introducing joint production into the model. In this case
some of the time-used in household production gave direct utility to the
household members. Graham and Green modelled household production
as Cobb-Douglas function. The hours of the spouses in the household
production went through a transformation function in which a part of the
hours were subtracted as pure leisure. However, the model they created
was full of difficulties: it was underidentified and additional restrictions
imposed on the model produced unexpected estimation results.

Kerkhofs and Kooreman (2003) showed the limitations of Graham
and Green’s approach. They noted that by introducing jointness func-
tions into the analysis some elements of household’s utility function
were reintroduced into the otherwise technical relationship and this
created problems. They demonstrated that in this formulation, the ca-
pability to separate the effects of the jointness function and production
function depends on the fact that jointness functions are individual
specific but the production function is household specific and contains
cross-effects.

Kerkhofs and Kooreman showed that even in the case with informa-
tion available on both the time-inputs and market goods used in house-
hold production, identification of the joint production is difficult. If the
household contains only one adult, the identification is not attainable in
the case of joint production.

Kerkhofs and Kooreman proposed an alternative functional specifica-
tion for the estimation of household production based on a quadratic
specification for a net product value function. They estimated the model
with Swedish HUS-data from 1984. Housework was defined as childcare,
repairs and maintenance and household work. They first estimated the
model without joint production and sample selectivity and then esti-
mated the model with these variables included.

They found that the introduction of joint production had no effect on
the amounts of housework but the utility for doing different activities
were more than halved. Joint production was more important for
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women than men. The results also gave strong support to the assump-
tion that household members” home production times were substitutes.

Pylkkinen (2002) replicated the Kerkhofs and Kooreman (2003) study
with a newer Swedish HUS-survey from 1994. She used Graham-Green’s
formulation for jointness. Pylkkdnen observed that, unlike with 1984 data,
it was now the male housework time that exhibited more jointness. Her
estimates indicated that almost half of male housework time is valued as
leisure but only a quarter of females’ housework. In comparison to eatlier
data, male housework increased by half an hour with the increase in joint-
ness. Jointness in women’s time-use had decreased but productivity in-
creased while the time had basically stayed the same.

The assumption that there is some jointness in the activities that
household members do seems warranted. However, the question to be
addressed is how serious is the introduced bias and how it could be
taken into account in examining time-use within families. As Juster and
Stafford (1991) noted, there is evidence that there is joint production
also in market work, which in some cases is enjoyed per se. This has not
stopped labour economists from investigating labour supply. The joint
production problem should not do the same to housework either.

1.2.2 Separability

Reduced form equations are prevalent in household production estima-
tion literature, because the output from household production is not
visible. In order to study these functions, the assumption of weak sepa-
rability has to be invoked. The assumption of weak separability is vital
because it partitions goods and time-uses in groups of substitutes and
complements.

Kooreman and Kapteyn (1987) pointed out that if the condition within
which market goods and household goods constitute together the house-
hold’s total consumption is substituted to the utility function alongside the
household production function, both market goods and housework have
to be weakly separable from pure leisure activities. The condition can
naturally be extended to different leisure and homework activities. The
condition of weak separability implies restrictions on the elements of the
Slutsky matrix that could be tested with a demand system.

Lecocq (2001) tested the assumption that goods and time devoted to
the household production of a given commodity are weakly separable
from the goods and time devoted to other activities. He derived a condi-
tional demand function for meal preparation and noticed that the sepa-
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rability test consisted of determining whether in the meal preparation
equation the coefficients associated with time and market inputs to other
activities are different from zero.

His empirical specification was a simple Working-Leser type of de-
mand system, where the dependent variables were the share of raw mate-
rials and time inputs to meal preparation. He used a variety of instru-
ments for wages and total expenditure. He restricted the sample to those
households where both members were working and where any of the
inputs to meal preparation were zero.

As most of the coefficients were not significant, Lecocq concluded
that time and inputs used in meal preparation are non-separable from
time and inputs to other activities. He additionally divided the sample to
weekend and weekday records using a proxy for full-time work. Then he
got a result that during a weekend the derived utility function was sepa-
rable and during weekdays it was not. Furthermore, for the weekend case
he got a result that market inputs were separable from each other and
from male and female leisure time, but they were not separable from
time inputs to other household activities.

The assumption of weak separability has to be invoked regardless of
the evidence against it. As the Lecocq study is not conclusive, this ques-
tion must be studied further before robust conclusions are reached.

1.2.3 Constant Returns to Scale

Only in the case of constant returns to scale can there be an analytically
tractable link from different inputs to unobserved outputs in household
production. However, as outputs from household production usually
have not been recorded, there is not much evidence on the feasibility of
this assumption.

The only study to have explicitly taken the outputs from household
production process into account is Fitzgerald and Wicks (1990). Their
sample consisted of 384 households in Minnesota, from which detailed
data were collected concerning the structure, income and labour market
status of the households.

Every household recorded data on each activity taking place in the
home over a period of one week: frequency of the activity, the person
performing it, duration of the activity and the quantity of output. As
many as 57 different outputs were defined to have market equivalents.
Using a market substitute, they calculated the value of the output from



17

household production, which was twice as high as the value obtained by
estimating just the value of the time spent doing the activity.

Fitzgerald and Wicks observed that the household production process
did not exhibit constant returns to scale. In many activities there were
increasing returns to scale and in some activities decreasing returns to
scale. Their findings casted doubt on the constant returns to scale as-
sumption used in studying household production.

1.2.4 Bargaining Models

The only empirical study to have attempted to incorporate household
production and multi-person decisionmaking is Aronsson et al. (2001).
They studied Chiappori’s as well as Apps and Rees’ formulations of the
collective model that included household production. They estimated
male and female leisure demands, the household production function
and the sharing rule parameters using Swedish Survey of Household
Market and Non-market Activities (HUS). Their dataset included house-
holds with and without children where both partners were between 20-
60 years old and working. This resulted in a sample of 326 households
for data from year 1984 and 338 households for data from year 1993.

They assumed that household production is characterized by CES
production function, which exhibits constant returns to scale. Further-
more, they assumed that the sharing rule is determined by the ratio of
men and women in the area, differences in the age, wage, and education,
marginal wages and non-labour incomes.

The problems of incorporating household production into collective
models were evident from the contradictory results they obtained. They
could not reject the unitary model or the restricted model for 1984 data
but both models were rejected for the 1993 data. The test of constant
parameters over time was also rejected. Also none of the determinants of
the sharing rule were significant for 1984 data. For 1993 data the differ-
ences in education, age and wage were significant.

1.3 Conclusion

Although the Beckerian household production framework has been criti-
cised as being fundamentally unobservable, it serves as a good heuristic
tool for examining time allocation within households. In our essays we
will use the theory to obtain predictions about the effects of stress, the
amount of variability in time-use, and the desirability of active leisure.
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Collective extensions of the theory are still in their infancy. Although
the collective approach is a more appealing way of modelling household
behaviour, the explicit decisionmaking of the spouses will complicate the
model and in many cases make the model with household production
intractable.

The main problem of the household production framework is that
outputs of the production process cannot be directly observable. There-
fore household production theory has its most fruitful application in
development economics, where the output from rural households can be
measured and the inputs calculated.” Another area of application has
been the travel economics, where travel choice is based on travel time
and other costs are investigated.

There is still a great need for empirical studies to test the basic as-
sumptions undetlying household production models. Studies done so far
cast doubt on the relevance of these assumptions.

Even with its limitations, household production theory represents the
most natural way to model time allocation within households. The suit-
ability of this modelling framework must be decided with regard to each
particular research question separately. If the data at hand and the prob-
lem seem to be suitable for the use of household production model
without too many assumptions being violated, then the model should
definitely be used.

1 TIME-USE DATA

2 International Time-use Data

Time-use data exist for an increasing number of countries. By 2002 time-
use data were available from sixty two different countries.'” The history
of collecting time-use information dates back to the late nineteenth cen-
tury, but collection has not been systematic either methodologically or
temporally. Niemi and Paakkonen (1989) noted that studies were done in

9 In development economics there has been a number of applications of the house-
hold production model. See for example Skoufias (1993), Khandker (1988) and
Mueller (1984).

10 See Fisher (2002).
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England and in France in the last half of the 1800’s on the time-use of
factory workers. Harvey and Pentland (1999) noted that the collection of
the time-use data in the United States can be traced to 1913 when the
first time-use studies were published there. Notable pioneering studies
were also conducted in 1923 in Japan and in 1924 in the Soviet Union.
The first Finnish time-use data were collected in 1936 from farm fami-
lies, but the results were not published until in 1947 (Kirjavainen 1989).

A major breakthrough in the time-use research was Alexander Szalai’s
Multinational Time-use Study conducted in the mid 1960’s in 12 coun-
tries and 16 different survey sites. This study, by Szalai et al. (1972), sets
out the data collection scheme that has subsequently been used in almost
all time-use surveys.

Today, there is a wide variety of time-use studies that have been con-
ducted in various developed and developing countries. However a major
problem is that these datasets are often not compatible due to different
sample selection criteria, temporal recording periods and aggregation
categories used. From the econometric viewpoint many datasets also lack
the necessary economic variables, like information on income.

Interestingly there are also many important countries that have not
seen the necessity of collecting time-use data by their statistical offices.
For example in the United States the Bureau of Labour Statistics con-
ducted the first national time-use survey in 2003 and the preliminary
results from this survey were released September 14™ 2004. Previously
only private parties produced time-use data for the United States. The
Institute of Social Research at the University of Michigan produced time-
use surveys in 1965 and in 1975. The Survey Research Centre at the Uni-
versity of Maryland conducted surveys in 1985, 1992-94 and 1995, but
the data are not compatible with each other."

The lack of compatibility between data from different countries has
led to an attempt to coordinate methods for conducting time-use sur-
veys. As in other parts of the world also in Europe a variety of method-
ologies have been used in collecting national time-use studies, which has
meant that most of the studies are incompatible to a certain extent. In
order to harmonise time-use surveys in the European Union, Eurostat

1 The Bureau of Labour Statistic’s new time-use data will be quite elementary. For
example each respondent will be interviewed only for one day, so separate observa-
tions for the weekend and weekday time-use for a single person will not be avail-
able. Only a limited number of background questions will be asked. Furthermore
the data will be at the individual level so no information on the time-use of other
household members will be collected.
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made a number of pilot surveys during the years 1996 and 1997. These
resulted in 2000 in the publication of common guidelines for collecting
time-use studies: “Guidelines on Harmonised European Time-use Sur-
vey”. Statistics Finland has followed the Eurostat guidelines in the Fin-
nish Time-use Sutvey from 1999/2000.

A complication with the European harmonization is that this effort
unfortunately has not produced a fully comparable set of surveys from
different countries. The aim of the guidelines is to produce output har-
monised information on time-use in different European countries. There
is no attempt to arrive at an input harmonised system that would cover
all participating countries. Therefore, a lot of discretion is allowed by
national statistical offices in the production of data.'” There is an allow-
ance for nationally compiled interview questions and additional time-use
categories are allowed. Also there is no requirement to collect informa-
tion at the household level.

As a result of these options, many important countries have deviated
from the guidelines, mostly attempting to keep the results compatible with
carlier time-use studies conducted in a given country. The situation in
various BHuropean countries with regard to compiled or future time-use
studies and the level of synchronization with the Harmonized European
Time-use Survey (HETUS) as of March 2003 is presented in Appendix 1.

United Nations Statistical Division has also been active in giving
guidelines for time-use surveys especially for developing countries. The
importance of time-use surveys in developing countries relates to the fact
that non-market production, especially household production, is very
prominent in these countries. The time-use surveys will help to make this
non-market work visible. UN’s statistical division is in the process of
drafting United Nations International Classification of Time-use Statis-
tics under their United Nations Development Program and Canadian
International Development Centre.

One very important project has been the household panel study on
household market and non-market activities (HUS) conducted in Sweden
in 1984 and 1993. The study used time-use diaries in addition to survey
questions on different time-uses, thus making it possible to study the
reliability of different collection methods. The study also had a panel
subsample.

12 One reason for this is that Eurostat’s Statistical Program Committee rated time-use
studies as low priority in context of 1998-2002 five-year working program and no Euro-
stat funding was given. The only contribution was the guidelines, see Osterberg (2000).
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There have also been attempts to assemble internationally compa-
rable time-use data from different time-use datasets available in some
countries.” The most famous is the Multinational Time Budget Data
Archive connected with Multinational Time-use Study (MTUS) pro-
ject. It is administered by Jonathan Gershuny at the University of
Essex and has postharmonized time-use information from 21 coun-
tries.”*

It will still take a long time until internationally compatible time-use
data from most important countries are available for the economic re-
search. Present attempts at comparability mainly address the harmoni-
zation of the time-use data. Even if time aspects of the data are harmo-
nized, there will still be a lack of comparable economic variables in
these datasets. Econometric research on time-use has to use datasets
where the most relevant variables are present. For time being this nar-
rows the geographic coverage of the studies to a single or just a few
countries.

3 Methods for Collecting Time-use Data

There has been an international convergence in the methodology of col-
lecting time-use data. This has been achieved by a number of studies
analysing the reliability of different collection methods. The standard
time-use survey today consists of three components: The diary, the hou-
sehold background questionnaire and activity coding schema. This three
part structure has emerged as the norm in time-use studies. These will be
reviewed in turn.

3.1 Diary

In a time-use diary, a day is divided into intervals that are sequentially
filled by the respondent. Usually it is possible to record not only the
primary activity but also a secondary activity or even a tertiary one.
Alongside with the activities, it is possible to record the location where

13 For these time-use initiatives see Harvey (1999).
14 For a description of MTUS and the description of the data see Gershuny (2000)
Appendix 3.
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the activities were carried out and with whom. In some studies it is also
possible to record how enjoyable a given activity was."”

Juster (1999) pointed out that there are three basic methods of meas-
uring time-use. The first, and the most popular, is 24-hour time diary,
where respondents are asked to fill in their time-use for the previous day
or for the same day. The second is the use of stylised questions about
time-use in a typical day or typical week. The third method is to collect
time-use information on randomly selected moments of time signalled
by a beeper within 24-hours of day.

The diary in which activities are recorded sequentially has been found
to be the most reliable method of collecting information on time-use, as
people’s ability to recall past behaviour tends to be quite limited."® In-
deed, as Zuzanek and Smale (1999) pointed out, time budget studies
have been found to be less susceptible to the failure of recall and, more
importantly, to normative biases in reporting behaviour.

There are a number of ways to collect diary information from the re-
spondent. There can be fixed intervals, for example, of each 10-minute
petiod, where the respondent has to fill in what he/she has done. The
other option is to use open intervals, where the respondent gives the
starting and ending time for each activity. The interviewer can collect the
diary information by phone, in which case open interval reporting is usu-
ally used. The other possibility is to use the so called ‘left behind’ diaries,
which are either posted or collected afterwards. In this kind of setup a
closed interval reporting is usually used.

An example of fixed-interval left behind time diary is given in figure 1.
It is taken from the Eurostat’s guidelines for harmonised time-use sur-
veys. This type of time use diary records primary and secondary activi-
ties, the place where the activity is done and with whom the activity is
done. The recording interval is 10 minutes.

15 Time-use studies, like most surveys, place quite strong requirements for the cognitive
capabilities of the respondents. The respondents are assumed to interpret the ques-
tions in the same way. They are assumed to be able to divide simultaneous activities to
primary and secondary ones. They are assumed to be able to recall all episodes of a
given activity and give information of the place and participants to a given activity.
Moreover, they are assumed to be comfortable in describing personal or even embar-
rassing activities without conforming to stereotypic norms of what is socially accepted
or expected from a respondent. These problems have been tackled by various meth-
ods and their harmful effects are taken into account in the survey setup.

16 See for example Robinson and Godbey (1997), Gershuny (2000), Juster and Stafford
(1991).
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Figure 1 Example of the time-use diary
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Source: Guidelines on Harmonised European Time-use Surveys

In a recent contribution Bryant et al. (2004) argued for collecting
weekly time-use data. However, Juster (1999) noted that stylised ques-
tions spanning a week overestimate time-use by third, where the degree
of overestimation is a function of the regularity of the activity.

Similar evidence was obtained by Niemi (1993), who compared the
measurement errors produced by recall and time diary methods. She
observed that the severity of the measurement errors depended on the
type of activity and the socio-economic group that was answering. Ac-
tivities that were clearly distinct from other activities could be recalled
more easily than routine activities. However, time diary method captured
these activities effectively. Therefore the choice of data collection
method should depend on the objects measured.

The recall method has some additional problems that speak in favour
of using the time diary methods. Winkler (2002) noted that when re-
spondents are asked about the time-used in housework, they define
housework very differently. If very specific questions about individual
housework categories are used, then there is a problem of recall. More-
over, usually in recall surveys only one person is asked about the time
allocation for the whole family. Winkler pointed out that there is a wide
discrepancy in the response of spouse and one’s own estimate of time-
used in housework. In Canadian National Survey of Families and House-
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holds the correlation of reports was 0.46 in the estimated time used in
housework."’

The consensus is to collect the data by diaries from population that
has been stratified to take into account not only demographics but also
different days of the week and seasons of the year.

3.2 Individual and Household Questionnaire

Time-use diaries are supplemented by individual and household ques-
tionnaires that are collected through interviews. Time diary is suitable for
often recurring activities but because data are collected for a limited
number of days only, activities that are usually performed infrequently
are not recorded accurately at the individual level. There is also a need to
have information on the demographic features of the household, such as
education, employment, marital status and children, living area, living
conditions, and health status. It is common in time-use studies to ask
also about durable goods in the household.

In individual and household questionnaires, it is also possible to ask
about average weekly time-use in different activities such as market work
or housework. This makes it possible to relate the daily observations to
more general patterns of behaviour. For example in the Eurostat pilot
survey, a weekly report of the market work hours of those currently in
employment was also collected from the respondents. However, the use
of these kinds of questionnaires was not subsequently recommended by
Eurostat in the harmonised guidelines.

The problem with these kinds of interviewed questionnaires is the ef-
fect of the individual interviewer on the answers. As the respondents
have problems of recalling seldom occurring activities or specific infor-
mation the interviewer can evoke different answers thus biasing the an-
swers. Niemi (1993) compared results from interview based studies and
from time budget studies. She got a result that the measurement error
varied considerably between different population groups. Everyday rou-
tine activities were the most susceptible to recall problems and thus pro-
duced biased figures.

From the viewpoint of modelling household behaviour, a common
problem in time-use data is the lack of information on income, taxation

17 The husband’s self-reports and wife’s proxy reports of husband’s housework time
had as low correlation as 0.37.
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and transfers. In the interview part some questions about the financial
situation of the household is asked. This information is usually on very
aggregate categorical level, making it difficult to link time-use behav-
iour with the earnings of the respondents. The missing background
information can also be collected from other registers in addition to
interviews. The European Harmonised Time-use Survey Guidelines
recommends that information on incomes is merged from official reg-
isters.

3.3 Activity Coding Lists

The third component in time-use surveys is the activity coding list. There
are two ways to translate the activities of people into common catego-
ries. One is to give respondents a ready made list of activities. Then the
respondent picks out an activity that they believe corresponds to the
activity they are doing. Another way is to let the respondents to describe
in their own words what they have been doing. The latter has been more
popular in recent time-use studies.®

Regardless of the system adopted, the most important characteristics
of activity coding schema are the level of aggregation and the possible
hierarchical structure. The levels of aggregation are important because
the more aggregate categories can hide important variations in time-use.
Nested hierarchical structures are also important to unmask the multi-
plicity of time-use.

In the system of own-word reporting, after the time-use data are col-
lected from the respondents, the time-use is coded according to agreed
categories. The challenge in the coding process is to transfer the respon-
dents’ written description of their activities to a common classification
system, so that the same activities are coded in the same categories re-
gardless of who is coding."”

The Eurostat recommendations stipulate a three level hierarchical sys-
tem, with the three most aggregate levels being the same in all countries.
In the third level national statistical offices have the possibility to include
additional classification entries. For example, in Finland an additional
category is bathing in sauna. The activity codes used in Finnish Time-use
Survey are presented in Appendix 3.

18 See Sturgis (2002).
19 Sturgis (2002) compared these two different methods and found that coding etrors in
own account reporting were common in the United Kingdom’s Time-use Survey 2000.
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4 Finnish Time-use Survey 1999/2000

4.1 The Structure of the Data

The dataset used in this thesis is the Finnish Time-use Survey 1999/2000
collected by Statistics Finland. The data were collected between 1 March
1999 and 12 March 2000 according to the Furostat guidelines for har-
monized European Time-use Surveys.

A two-phase, single-cluster sampling was used, where households
were clusters and individuals were the elementary units. In the first phase
a sample of over 15-year old Finns was collected by Bernoulli sampling.
This meant that approximately one person in five hundred was included
in the sample. Then every person over 10 years of age living in the same
household was taken into the sample.

Before the diaries were collected, each member of the chosen house-
hold was interviewed and necessary background information was col-
lected. Data from administrative files were also merged into background
information file.

The households kept diaries relative to the weekdays of the year.
This meant that the weekly sample covered 92-93 households and the
daily sample was 18-19 households for each weekday. A Saturday or a
Sunday was matched to each weekday.” Each individual kept a diary
during the single weekday and a single day during a weekend. Within
households, each member was assigned the same days, and each re-
corded for his/her primary and secondary activity for 10-minute in-
tervals. The 185 possible time-use categories are presented in Appen-

dix 3.

The sample had 10278 individuals of whom 6272 responded. Out of
this group 5224 individuals had answered the interview and kept a diary
for two days, resulting in time-use data for 10448 days.

20 This resulted in 4800 households with 10978 members. Persons who had died or
emigrated during the data collection period and those in institutions were excluded.
This reduced the number of households to 4677 with 10278 individuals. See Niemi
and Piikkonen (2002).

2l Saturdays and Sundays were allocated as follows. Sunday was assigned to those
respondents who had Monday, Tuesday as their weekday diary days. Saturday was
assigned to those who had been allocated Thursday, Friday. Those having Wednes-
day as the diary date were divided into half between Saturday and Sunday. See
Niemi and Pidkkonen (2002) and Viisdnen (2002a).
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4.2 Finnish Time-use Survey vis-a-vis European
Counterparts

Statistics Finland has produced three time-use surveys covering the
whole population: in 1979, in 1987/88 and in 1999/2000. In 1979 the
survey was collected only from September to November, but the sur-
veys for 1987/88 and 1999/2000 were collected for the entire twelve
months period. The other major difference was that in 1979 the sam-
ple included ages 10-64 years but in 1987/88 and 1999/2000 the
sample included all people over 10 years of age.

The 1999/2000 time-use survey was collected according to Euro-
stat’s guidelines. The use of Eurostat guidelines produced some minor
differences compared with earlier time-use studies. Most notable was
the fact that the first two surveys were conducted at the individual
level but the latest, and the one used in this thesis, was conducted at
the household level. This meant that all household members over 10
years of age were interviewed. This produced clustering effect not
present in the earlier surveys, but it also increased the usefulness of
the data.

Also the guidelines for recording the time spent together were
changed. Earlier, a clear identification of the person with whom the time
was spent, was required. In the Eurostat guidelines there is a distinction
in time-use between children up to nine years of age, between other
household members and between other persons.

The lowest level of compatible aggregation between these surveys re-
sults in 26 main and 82 detailed categories. Also, in some cases individual
subcategories can be compared to each other.

The assighment of diary dates was also changed from the previous
surveys. In years 1979 and 1987/88 the diaries were filled in for two
consecutive days while in 1999/2000 diary days covered one weekday
and either Saturday or Sunday.

In certain areas there was a difference in the coding of activities be-
tween FBEurostat’s recommendation and Statistics Finland. Statistics
Finland used more detailed activity codes in their classification schema.
For example eating has been divided to five different activities. The same
applies to resting. However, the reporting codes are harmonized accord-
ing to HETUS guidelines.
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4.3 Correcting for Sampling and Clustering in Finnish
Time-use Data

In a complicated survey like the Finnish Time-use Survey the most im-
portant questions concern the handling of the nonresponses and the
calibration of the sample. From a microeconometric viewpoint, the more
relevant issue is the handling of nonresponse. The calibration has to
align the resultant sample averages with the population averages on vari-
ous dimensions. Problematic in this regard is that calibration and nonre-
sponse can be taken into account by the same statistical measures, thus
making it impossible to disaggregate one from the other.

Viisdnen (2002b) analyzed the causes for nonresponse. Four types of
nonresponse can occur. There can be cluster nonresponse in which all
individuals are missing from a household. Unit nonresponse occurs
when some people in the household are missing, but the household is
still taken into the survey. Then whole diaries can be missing either for
both observation dates or one or the other. Lastly there can be nonre-
sponse for certain periods of time in the diary or for some questions in
the interview. All these types of nonresponse necessitate adjustment that
will result in complications in the calculation of means and variances for
given variables.

In the Finnish Time-use Survey, the cluster nonresponse rate was 36
percent. This was corrected by weighting. This will be discussed further in
chapter 6.3. At the individual level the nonresponse rate was 38 percent.
To rectify unit nonresponse problem, proxy respondents were allowed.”

I ECONOMETRIC PROBLEMS IN USING
TIME-USE DATA

5 Suitability of Time-use Data for Micro-
economic Modelling

Juster (1999) discussed the two competing analytic uses of the time-use
data. The first one consists of the filling of social accounting matrix with
aggregate time-use categories for different socio-economic groups. The

22 For more information see Viisidnen (2002a).



29

second is microeconomic modelling of individual time-use. As the data
needs in these two frameworks differ, the survey designs based on either
one will create difficulties for the other. *

Most of the time-use data have been collected for the social account-
ing use; therefore these have features important to the social accounting
research tradition. As the aim is to construct unbiased estimates of aver-
age and aggregate time-uses, estimates of time-use for individuals or
households for a longer period of time are not required.

Klevmarken (1999) pointed out that there are a number of problems
related to time-use data. The most serious is the noisiness of the data due
to short collecting periods. This creates a number of problems, such as
the frequency of zero observations even in the case of often performed
activities. Likewise activities that are seldom performed are underre-
ported. Weekly and seasonal variations affect the reported figures and
with just a few observation points the weekly and seasonal effects are
very difficult to separate.

As an example of the diverging needs, Juster (1999) considered visits
to the opera. The population-wide sampling will result in over 95 per-
cent of the diaries having zero time at opera. For those who happened
to visit the opera during a diary day, this appears as a disproportionate
time-use for opera. For a population as a whole the estimate for an
average or an aggregate time-use at the opera will be unbiased. But at
the level of individual the observation for a person who was at the op-
era has a very low reliability as an overall indicator of time spent at the
opera. Of course for those who never go to opera their individual ob-
servation is unbiased and reliable.

Indeed, as Juster (1999) pointed out, from the viewpoint of individual
behaviour, having a single diary observation for a large sample popula-
tion that is spread evenly across the year is unsatisfactory except in the
case of highly regular activities. What would be needed is a sample design
in which each respondent is sampled on a number of days during the
year with specific allocation of weekend days alongside weekdays.

For example an inherent assumption in the collection of time-use data
from these socio-economic groups is that the diary dates will reflect in
some sense a “normal” day of the respondent. Robinson (1999) however
noted that in the United States 40 percent of the respondents indicated
that the recording day had somehow been unusual.

2 For reviews on the national income aspects of the time-use data, see Juster and
Stafford (1991), Eisner (1988).
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The lack of more than one or two observations from a given household
is the main problem from the perspective of microeconomic research, as it
makes inference of individual household behaviour quite problematic.
Indeed, with data consisting of a very large number of diary days in which
time spent on most of the activities is zero, the resulting distributions are
such that biases cannot be overcome except under highly special cases.

There have been attempts to satisfy the needs of both research tradi-
tions by collecting data from spouses and children residing in same house-
hold and for more than one diary date.

The lack of necessary variables in particular makes it difficult to draw
correct conclusions, because it forces the investigator to search for proxy
variables or instrumental variables.

Concentrating on data needs and collection costs, Kalton (1985) calcu-
lated that the optimal number of weekday interviews would be around
two. Evidence from the comparative studies made from time-use surveys
in Great Britain and Netherlands, having employed seven day diaries,
show that the zero reporting problems are not very setious in the context
of routine activities.

Moreover, although these problems call for improvements in data col-
lection, the methods in data manipulation and estimation of models can
help to overcome some of the difficulties. There have been advances
especially in the econometrics of limited dependent variables which can
be used in analysing time-use data.

5.1 Characteristics and Problems with Time-use Data
5.1.1 Choosing Between Weekly or Daily Observations

In time-use surveys, a common practice is to ask respondents to record just
one or two diary dates. If there is only one diary date, it can be any day of
the week. With two diary dates one usually is a weekday and the other either
Saturday or Sunday. The data are stratified by assigning different weekdays
and different weekend days to each respondent in order to have an observa-
tion for each day of the week. This makes it possible to have aggregate in-
formation on the daily time-use at the level of the whole population.

In analysing time-use data, one controversial question is whether the in-
formation concerning the duration of a given activity should be weighted
by the number of weekdays and the number of weekend days for a single
respondent. This would lead to a weekly observation where a single diary
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date would be multiplied by five times and weekend diary date by two.”
The other option is to use the weekday observation and weekend observa-
tion as they are reported.

There is a long tradition in sociological time-use research to build
synthetic weeks. However, fundamental difference exists between syn-
thetic weeks and those constructed in some economic studies. Syn-
thetic weeks are built from the daily observations of different house-
holds usually belonging to the same socio-economic group. They do
not represent the time-use in an individual household, but portray in-
stead an average weekly time-use for a holistic group. Therefore the
problem of multiplying the same daily observations does not arise with
synthetic weeks.

Multiplying the same diary dates to arrive at a weekly figure could be
used if the activity recurring daily is subject to a small variation only. But
in the case of seldom occuring activities, weighting can lead to errors in
estimation. For example, assume an activity which is performed only
during a single specific day and that activity depends on a variable x. This
results in all those having a different diary day to report zero, and those
for whom the activity day falls on a diary day to report zero or a large
positive amount. This naturally leads to an estimation bias in examining
the behaviour of individual household.

The same criticism can be made with regards to the use of weekend
days. As noted by Zuzanek and Smale (1999) Saturday and Sunday have
very different activity profiles in western countries. In most countries Sat-
urday is a shopping day and Sunday is a day of rest. Although the profiles
have converged a little bit, as noted by Niemi and Padkkoénen (2002), the
aggregate time-use profile for a weekend will be totally different depending
on whether it is based on observations for two Saturdays or two Sundays.
Because of these problems in this study, the data will not be weighted by
weekdays to get a weekly aggregate figure.

Hill and Juster (1985) studied how weighting of different observation
days would affect the estimates of a number of time-use categories. They
used 1975-76 time-use survey from United States which had four full-day
observations for each respondent. They regressed a set of explanatory
variables on a four day average of time-use based on the four observa-
tions and compared the results obtained by regressing the same variables
on a randomly picked single day.

24 For example, Catlin and Flood (1997) and Flood and Grisjé (1999) use artificially
created weeks as their dependent variables in their studies.



32

They got a result that regressions based on a single day observation
tended to yield same patterns as the regression based on the four day aver-
age with the most significant predictors. However, the results tended to be
less robust with weaker explanatory variables. With the random day ob-
servation the variances were twice those obtained with a four day average.
Also the explanatory power of the regressions was weaker.

It seems that the analysis of time allocation should be based on the
raw time-use data from the observation days. If the diary information is
multiplied or averaged to aggregate weekly figures, the process inevitably
introduces biases and errors in variables.

5.1.2 The Question of Aggregation

As Gershuny (2000) pointed out, the problem of zero observations de-
pends on the level of aggregation of the time-use data. The more aggre-
gated time-use categories used in analysis, the fewer zero observations
are generated. He thus suggested that one should not use very disaggre-
gated data.

The question of the level of aggregation used in the analysis is impor-
tant. The results of economic models are sensitive to the level of aggre-
gation in the time-use categories. Two examples can be taken from the
following essays. First, the level of aggregation affects the estimates of
time spent together between spouses. A second important category on
which the level of aggregation has an impact, is the variability of time-
use. The more aggregated the time-use categories, the less variability the
respondents seem to have.

The effect of aggregation on the results has not been studied exten-
sively. An exeption is Daunfeldt (2002) who concentrated on a disaggre-
gated analysis of time-use. He found two regularities in the time-use data.
The results on the effects of explanatory variables differed when time-use
in aggregate housework was used from those obtained when each category
of time-use was studied separately. He also noted that in most of the time-
use studies, it was the characteristics of the household mote than the eco-
nomic factors which explained different time-use patterns. One possible
explanation for the lack of wage and income effects could have been that
they cancelled each other out in the aggregate time-use categories.

The sensitivity of the results on the level of aggregation used necessi-
tates the replication of the results in the conducted time-use studies. A
minimum requirement would be to use the most disaggregated categories
and to compare them with results obtained with highest aggregation level.
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5.2 Measurement Problems and Omitted Variables

Time-use studies also suffer from measurement problems with the vari-
ables that are included in the study and those omitted that would be
needed for econometric analysis.

Stafford (1985) noted that as time-use data are collected only on a few
diary days, this leads to low reliability of the measured time-use if accu-
racy is measured as the ratio of the variance of the true time-use to the
variance of observed time-use.

Klevmarken (1999) discussed the same phenomena and called it high
noise-to-signal-ratio. He suggested reducing the ratio in time-use surveys
by combining with the time-use data additional information found in
other surveys. He derived a ratio estimator for weekly hours by adjusting
it with information on the nature of day. His other suggestion was to
replace the estimator with a regression predictor which combined this
additional information.

There are different measurement problems depending on whether
time-use variables are dependent or independent variables in the model.
In case of the linear models when the dependent variable is time-use, the
low reliability will not result in biased estimates if exogenous variables
are measured correctly. However, the coefficients of the exogenous vari-
ables are not independent from the variance of these variables if non-
linear models estimated with maximum likelihood framework are used in
estimation. For example, Stapelton and Young (1984) discussed different
ways to estimate tobit-model in the case of measurement errors in en-
dogenous variables. Stafford (1985) proposed that prior to estimation,
the potential measurement errors be evaluated and this info be used in
subsequent estimation.

Wooldridge (2002) discussed the widely recognised problem of omit-
ted variables in the data. There are a variety of ways to circumvent this
problem. As one solution Wooldridge suggested averaging problematic
variables across the population to derive average partial effects which
can be used as proxy variables.

The other solution is to use the variables found in the data as prox-
ies for the missing variables. The use of proxy variables calls for spe-
cial tests before they can be used and can affect the resulting vari-
ances unfavourably. However, in time-use studies the limited set of
demographic variables usually makes it necessary to employ proxy
variables.
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5.3 Tobit, Heckman and Double-hurdle

The large number of zero responses is a common problem in time-use
surveys. There are two sources for zero observations that reflect the na-
ture of the data collection method. One source is that there are those
individuals who never do an activity and therefore zero is recorded in the
diary. The other source is that although this activity is usually done, for
some reason, it was not done during the recording period. The problem
is to distinguish one from the other.

There are a number of methods to try to account for the prevalence of
zero observations in time-use surveys. These have been surveyed by
Flood and Grisj6 (1999). Usually this zero-observation problem is han-
dled by an application of either Tobit model, Heckman’s selection model
or double-hurdle model.”” Each of these models represents a more re-
fined method of taking into account the process with which zero obser-
vations are generated. In Tobit model by James Tobin (1958) the censor-
ing is taken into account in the distributional assumptions concerning
the parameters to be estimated. In Heckman’s model (1979), which is
sometimes called generalized Tobit or Tobit-1I, the zero observations are
explained by specifying, alongside the outcome equation, a probit selec-
tion equation, which models the determinants of zeros.** In double-hurdle
model there are two selection equations: one for the zero observations
caused by the behaviour of the subject, and the other for modelling the
zeros caused by the sample design. Two variants of the double-hurdle
model exist. In the formulation presented by Cragg (1971), the two hur-
dles are independent of each other. Jones (1992) constructed a double-
hurdle model in which two hurdles were not independent of each other.

In the case of Tobit the latent variable yj for the person 7is described
by the equation
v if ¥ >0

y, =X,B+¢, where y, =
0 else

1

%5 There is also a variant called p-Tobit-model, which is compared to Double-Hurdle
model by Maki and Nishiyama (1996) and Garcia and Labeaga (1996).

26 There are different opinions on what is the proper usage of Heckman’s model.
Some think that it should be used only to describe Heckman’s two step estimation.
Recently most econometric software packages have started to offer Heckman’s
model in a maximum likelithood framework. We will use the name Heckman’s
model for the maximum likelihood version, but indicate when referral is made to
two-step method.
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where x; is the vector of explanatory variables and f is the vector of pa-
rameters.

The assumption behind Tobit is that the same stochastic process de-
termines both the value of the outcome equation and the discrete switch
from zero to one. In this case, zero realisation represents a corner solu-
tion. The likelihood of Tobit can be written as:

XiB 1 Yi_xiﬂ
L:Hy:O 1-0, G_ Hy>0 — P

y O-Y O-y

where @, is the normal cumulative distribution function and ¢ is the
density function of the normal distribution.

The assumption that the same process governs both the outcome and
selection is quite restrictive. In many cases the process by which selec-
tion is determined is entirely dependent on other factors than the out-
come. By modelling the selection separately from the outcome, it is pos-
sible to study these different covariates. The standard Heckman model
thus has two equations:

. Cifd, =1
Y, =X,f+¢& where y, = v i d,
0 else
. lif d >0
d =z,y+v, where d, = .
0ifd. <0

and where in addition z, is the vector of explanatory variables and p is
the vector of parameters in the selection equation. The error terms in
both equations can be correlated with correlation coefficient g.

If this is solved via the maximum likelihood, the likelihood function
can be written:

Zi7/+o%(yi-xi18) L¢ yi-xiﬂ

y y

The double-hurdle model is an extension of Heckman model.
There is an explicit modelling of the censoring at y. It can be written
as:
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y, if d.=1land y, >0

0 else

*

Y, =X, +¢ whete y, :{

lif d. >0
0if d; <0

.
d, =z;y +v, where d, 2{

If information on the censoring is available, the likelithood function
can be written as

— x,p Ziy+£y(yi_xiﬂ) 1 y-x,B
L—Hyo{l—cbz[z,%ay,p]}]"[m{cb,{ N }O_y¢[o_y

where @, is the bivariate normal cumulative density. This corresponds to
the formulation presented by Jones (1992), in which hurdles are not in-
dependent.

Flood and Grasj6 (1999) and Flood and Grasjé (2001) compared the
suitability of double-hurdle model, Heckman’s model and Tobit model
with Monte Carlo simulation. According to their results the suitability of
different estimation methods depends on how well the equation which
models the selection to zero-observations and participation observations
can be specified. They pointed out that given the special nature of time-
use data, it is not obvious that more refined methods, like the double-
hurdle model, should be preferred to Heckman’s selection model or even
to the simpler Tobit-model. If the process by which zero observations
are determined is well known, a double-hurdle or Heckman’s model
should be used. If the zero-generating process is unknown, then an at-
tempt to model it with ad hoc selection equations can lead to serious
biases.

Daunfeldt (2002) modelled household members as Nash-bargainers
trying to maximize constant returns to scale household production
function with time as an only input. Daunfeldt corrected zero observa-
tions with the use of double-hurdle model. He tested it against
Heckman’s model, and observed that double-hurdle is more preferable,
although when using this model, the first hurdle gave non-significant
results.

Klevmarken (1999) noted that as time-use data usually have very few
background variables, an additional problem is to find instruments when
using Heckman’s model or a double-hurdle model. The lack of back-
ground variables then leaves the identification to be obtained solely from
the nonlinearity of the model, which is often questionable.
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Carlin and Flood (1997) also observed evidence that simpler ap-
proaches to estimating models on time-use data are usually sufficient.
When estimating the labour supply responses of Swedish men with chil-
dren, they tested the double-hurdle model with Heckman’s model. After
testing different formulations they concluded that the double-hurdle
model could not be said to be superior to Heckman’s model.

These findings show that in applied econometric research, it is very im-
portant to find suitable methods for conducting the research. The data at
hand often preclude the use of very advanced and complicated methods.
Instead, the best results are obtained by a balanced approach, in which the
structure of data determines the selection of econometric methods used.

IV PRELIMINARY IMPUTATIONS DONE IN
THE ESSAYS

There are a number of preliminary calculations that need to be done
before the research questions that are of interest to us in our research
can be investigated. The most important are the calculation and imputa-
tion of net wage rates as well as the calculation and imputation of the
daily market work hours. Furthermore, decisions have to be made re-
garding weighting the sample and taking the seasonal and weekly varia-
tions found in the sample into account.

The imputation of the net wage rate is based on the sample that in-
cludes all households in the labour force and where at least one person
is working. In the following essays the research question at hand might
call for an additional restrictions on the sample, which means that the
resulting samples might be less than the one on which the net wage rate
calculations are based. The imputed net wage rate is used in the subse-
quent estimation of the market work hours. The imputation of the
hours worked is done at the beginning of the essay one, three and four.
In essay two there was no need for imputed market work hours in the
estimations.

6.1 Calculating and Imputing Net Wage Rates

The Finnish Time-use Survey has no information on the respondents’
gross or net wage rates. However, the dataset used in these essays pro-



38

vides information on the annual incomes, benefits and taxes paid by the
individuals, which had been merged from official registers by Statistics
Finland. Moreover, the interview part of the time-use study included
extensive questions on the type of work and holiday arrangements.

In order to test the different effects of the economic variables on the
time-use, information on the hours of work was used with the yearly
income figures to calculate the hourly wages for the employed. Then the
resulting wage rates were used to impute the wage rates for those not in
employment with the use of Heckman’s model.”’

To obtain the hourly wage rates for the employed, the following pro-
cedure was used: Each respondent who was in the labour force had
information on the type of working arrangement and holiday arrange-
ments he/she had with his/her employer. Those in the labour force
had indicated whether they were working full-time, part-time or in
various shifts. In addition there was information on whether they had
normal holidays or not. Most of the individuals doing market work had
normal working and holiday arrangements. In the case of atypical vaca-
tion arrangement, there was information on how many days off a re-
spondent would get. For those who were unemployed with the unem-
ployment duration being less than a year, a net wage rate could be cal-
culated based on the annual wage income and work and holiday ar-
rangement prior to becoming unemployed.

The information available was used to derive a gross hourly wage by
dividing the yearly income from paid work by the number of weeks
worked and by the weekly working time.”® Child benefits allocated to
both parents were added to the non labour income.

The calculation for hourly wage rates was based on the hours worked
per week obtained from the interview, instead of the hours reported in
time-use diaries. Hours per week give a better indication of the con-
tracted wage rate while diaries give a better indication of the true hours
worked, which includes breaks, sickness and other interruptions. Hours
of worked found in diaries are not suitable for calculating wage rates
based on contracted time. If used, the deviation can lead to differences

27 There is a potential endogenity problem, if net wage rate is used to explain time
allocation. The allocation of time into different activities is done simultaneously and
net wage rate is one determinant of the this allocation. This potential endogenity
problem cannot be solved with time-use data. One must acknowledge it.

2 There was also information on the how many weeks a person had been unem-
ployed. If less than 52 weeks, then the weeks of unemployment were deducted from
the calculations.
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in the estimation results.” As our purpose was to derive the net wage
rate we resorted to using data from the interview.

The information was then used to calculate the net hourly wage rate.”
The calculation of the net wage rate was based on the taxation code for
the year 2000. Capital gains were taxed at a constant rate of 29 percent.
The progressive nature of labour income caused some problems. With
regard to the yearly labour income, taxes were calculated by taking the
average tax rate of a given progressive bracket. Also communal tax and
employee social security contributions were calculated.” The general
features of the Finnish tax system is presented in appendix 2.

The net wage thus relates to the average tax rate and not to the mar-
ginal tax rate. This problem of a non-linear taxation system complicates
the analysis as the decisions of the individuals are based on marginal tax
rates rather than on average tax rates. However, this is a common prob-
lem with all data relating to income and taxation.

Hallberg (2000) also used the normal hours reported instead of diary
data in calculating net wage rates in his test of the unitary model with
Swedish time-use data. He divided non-labour income by the number of
days of the year to get a daily non-labour income.

Naturally it is possible to calculate the gross and net wage rates for
only those individuals who are employed. We calculated the imputed
wage rates for all observations using Heckman’s model, which is a com-
mon practice in econometric work.

Usually the imputed wage rates are estimated separately for males and
females, because there is evidence that different mechanisms determine
the male labour force participation contra the female partjcipation.32

2 For example Carlin and Flood (1997) showed that only with time-use data there is
evidence of a negative effect on the male labour supply resulting from the presence
of children.

Gross wage rate was also used as a check in the estimations. However, the results
did not change to a great extent.

For example income tax for a person earning FIM 200 000 was calculated by de-
ducting a lower limit of the progressive bracket (178 000) from the income and
multiplying the result (22 000) by 0.25 percent. To this figure the taxes from the
lower limit was added (25 790). To which an average communal tax of 20 percent
from the labor income (minus the communal deduction) was added. Also employee
social security contributions (5.7 percent) were deducted. The resulting net labor in-

30

31

come was divided by hours of work. All calculations are available on request from
the author.

For empirical facts and recent trends in female and male participation rates, see for
example Blundell and Macurdy (1999).

32
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Male participation rates are high throughout the Western world and non-
participation in the labour force is usually linked to old age, low educa-
tion, poor health and abuse of addictives and spells of unemployment.
Female labour force participation rates, although increasing rapidly in
industrialised countries, are far lower than those for males. The decision
by a female to participate in the labour force usually has to do with the
number of children, the education level of the female and the income of
the spouse. Because male participation rates are very high, the ordinary
least squares estimation is usually sufficient for males. In the case of fe-
male labour force participation, estimation results must be adjusted by
using Heckman’s (1979) model.

In this study, the wage is predicted for both females and males simul-
taneously using Heckman’s model. Using the whole sample produce
predictions much closer to already existing wage variables than the pre-
dictions using only female and male subsamples separately.

We use Heckman’s sample selection model to first estimate the prob-
ability of market work and then to correct the estimates for the wage rate
equation. The specification is typical Mincer-type wage equation:

*
w,=x,f+e;
where »; is the log of net houtly wage rate of the person j and the x;
are the exogenous variables and ¢;; is the error term. The selection
equation for person j is:
H =
J T EY TG,

where

W= i if H;>0
J
0 ow.

where H stands for exogenous vatiables determining the selection and e,
is the error term. These error terms have the following structure:

e,; follows N(0,0),
e, follows N(0,1),
corr(e,;,e,;) = p
The exogenous variables in the wage equation include dummies for age-

cohort, gender, educational level, disability and rural living area. It also
includes the years of work experience and the years of work experience
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squared. The exogenous variables in selection variables for doing market
work include dummies for age cohort, gender, educational level, work
status of a spouse, disability, number of children and rural living area.

Table 1 Descriptive Statistics for the Sample Used in Wage Esti-
mation
Male Female
Net wage rate (euros) 9.6 8.0
Annual income (euros) 27792 18 392
Age 43 41
Number of Children 1 1
Basic education 245 % 20.1 %
Secondary education 41.6 % 40.4 %
University level education 33.9 % 39.5 %
% in employment 96.2 % 83.4 %
% unemployed 3.4 % 7.0 %
% at home 0.4 % 9.7 %
n=787 n=787

Table 1 presents some descriptive statistics for the sample used in
this study. The average age for males in this sample is 43 years and 41
years for females. The households has on average one child. The net
hourly wage rate for a male is 9.6 euros and a female 8 euros. This re-
sults in an annual income of 27 792 euros for a male and 18 392 euros
for a female. The annual income figure include non labour income
which amounts to 1 240 euros for a male and 881 euros for a female.”
In the sample 96 percent of males and 83 percent of females are em-
ployed.” Out of the employed persons 92 percent of males and 86 pet-
cent of females have a full time job.

33 Child benefits are a large component of the non-labour income in Finnish house-
holds. This is usually paid to the mother of the child. Therefore it is usually women
who have higher non labour income than men. We divide child benefits into two al-
locating half to each parent.

3 The reason why women have a higher unemployment rate in data is that we have
concentrated only on married couples. If single households had been taken into ac-
count, the unemployment rate among men would have been greater.
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Table 2 Heckman Estimation Results
Outcome Participation
equation equation
Gender -0.183*** -0.119*
(0.033) (0.067)
Age 35-44 -0.002 -0.040
(0.071) (0.095)
Age 45-54 0.009 -0.013
(0.108) (0.093)
Age 55-56 0.077 -0.265**
(0.132) (0.116)
Secondary education 0.037 0.117
(0.045) (0.085)
University education 0.226*** 0.347***
(0.048) (0.089)
Work experience 0.038***
(0.011)
Work experience squared -0.006***
(0.002)
Disabled -0.036 0.076
(0.034) (0.071)
Rural -0.052 0.291***
(0.038) (0.065)
Number of Children -0.059**
(0.027)
Spouse Working 0.105**
(0.048)
Constant 3.675*** 0.091
(0.101) (0.114)
Observations 1574 1574
Rho -0.212 ***
(0.000)

Robust standard errors in parentheses

* significant at 10%; ** significant at 5%; *** significant at 1%

Wald test of independent equations:
chi2(1)=155.76 Prob > chi2 = 0.000
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The estimation results are presented in Table 2. In the participation
equation positive and significant variables are having a university edu-
cation, having a working spouse and living in a rural area. Having chil-
dren, being a female and being between 55-64 years of age has a nega-
tive and significant effect on participation in the labour force.

In the outcome equation the positively significant variables turn out
to be university education and work experience. Negatively significant
are female dummy and work squared work experience. The net wage is
thus higher for those with university education and more work experi-
ence. The effect of work experience declines as work experience is ac-
cumulated. The net wage rate is lower for women.

There have been a number of Finnish contributions on the returns
to schooling, making it possible to compare our results with others. In
his study of changes in the Finnish wage structure, Roope Uusitalo
(2002) estimated a log gross monthly earnings model where explanatory
variables included six post compulsory education levels, age, age
squared, regional and industry dummies from the Finnish Income Dis-
tribution Survey. Taking average of the educational categories used by
Uusitalo and forming our university education dummy resulted in a
gross return of 38 percent. This gives net return of 23 percent, which is
exactly the figure we get. His gross return for secondary schooling was
5 percent, which resulted in a net effect of 3.5 percent. Our figure is 3.7
percent. The gross effect on gross wage of being female was minus 22
percent in Uusitalo’s estimation and in our estimation the net effect
was minus 18 percent. Similar results were obtained by Korkeamiki

(1999).

Uusitalo (1999) estimated the returns to education with census data.
His basic estimation result, without taking into account ability meas-
ures, gave the gross wage of five percent return per year from work
experience, which decreased at the rate of 0.1 percent per year. As-
plund (1999) compared different Finnish studies and got an average
figure of less then two percent on the return on work experience.

Our estimation results for net wage rate gives 3.8 percent return,
which decreases 0.6 percent per year. If compared with Uusitalo’s fig-
ures for 1999, this implies average tax of 34 percent on labour income.
In our estimation, the work experience becomes negative relatively
early if education and age are controlled for.
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6.2 Predicting Market Work Hours

A major controversy in time-use data has been the estimate of time-used
in market work. Other official statistics, mainly based on the recall
method, diverge a lot of those obtained with time-use studies.” More-
over, some datasets, like Swedish HUS, have collected information on
market work hours, both through the time diary and a survey. The calcu-
lations based on these two estimates also differ.”

This introduces the question of which is the most accurate estimate of
the actual hours of work and what are the impacts of differing estimates
for example on the productivity measures or the time bind discussion.
For example Robinson and Godbey’s (1997) main argument is that time-
use data for the United States show that people do less market work than
indicated by estimates that are based on other data collecting methods.
This anomaly was also noted by Juster and Stafford (1991).

Usually in time-use surveys the hours of market work comprise both
the hours spent at the actual workplace and also work-at-home. The
running of personal errands and meal breaks during the work day are
excluded from the estimate, but coffee breaks are not.

As the hours of market work are also included as an explanatory vari-
able in our estimations, there is problem of simultaneity if the dependent
variable is also a time-use variable. Another problem is missing observa-
tions. People might have zero working hours due to sickness-leave, holi-
day or for other reason. To correct for the simultaneity, for the zero ob-
servations and to dampen the high degree of noise in the daily observa-
tions we estimated the hours of work using Tobit and used fitted values
to replace original information.”’

The dependent variables in predicting market work hours are the im-
puted net wage rate, yearly non labour income, spouse’s net wage rate,
spouse’s annual income, age cohorts, educational level, gender, number
of children, living in the rural area, dummy for unemployment and
dummy for taking care of the household. Seasons are included as dum-

3 Robinson (1999) noted that using a recall method for the evaluation of free time is
especially problematic. Estimates obtained from Japanese and American men were
only half as large as those obtained from time-use diaries.

36 See for example Carlin and Flood (1997).

37 The use of this procedure is in spirit to two-stage probit least squares that was in-
troduced by Amemiya (1978). The problem that arises is the validity of standard er-
rors when using generated variables, which is also discussed in Wooldridge (2002).
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mies in predicting market work hours in essays three and four and only
fall is included in the essay one.

6.3 Weighting the Sample

In many surveys the sample is stratified with regard to geographic area,
clustered in units in which individual observations are part of the cluster,
and missing observations are corrected by weighting different responses.
When this is the case the structure of the survey violates the assumptions
of sample selection that are the foundations of normal econometric
methods. Therefore, the method of collection and the corrections that
are made to the dataset can have considerable, yet unintended effects on
the results, if not accounted for.™

When calculating weights, Statistics Finland combined many aspects
of the survey to get a single summary weight statistic.”” The weights were
calculated in various stages to take into account the sampling design,
information on the population on the household level, the household
level non-response adjustment, the calibration of demographic data, the
allocation of the sample to diary days, and the balancing of diary
weights. "’

This caused a number of problems as noted by Viisinen (2002b).
Because persons have different weights from the allocation of survey
days for the two diaries, the estimates calculated with person weights
differed from the those calculated with diary weights. Stratification was
used to take into account the household size, NUTS3 area and capital
area. The problem with the stratification was that individual level vari-
ables were estimated only for those who had responded. This meant
that the totals got biased downwards and the individual level weights
did not add up to population totals. Moreover, instead of post-
stratification the individual level corrections were done by calibration.
However, only one weight was allowed per household and each house-
hold member was weighted by the same weight in all domains, sub-
groups and variables. This produced some large weights for the subsets
with only very few respondents.

3 For excellent surveys on the problems with survey data look Carrington and Eltinge

(2000) and Deaton (1997).

3 This description relies on Viisidnen (2002b).

40 Klevmarken (1999) discusses in length the possibilities to improve the estimates by
the use of different weighting techniques.
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It can also be argued that the survey weights have relatively little rele-
vance for the subsample used in these essays. Because only those house-
holds are selected where spouses are employed, unemployed or taking
care of the household, this results a quite homogenous group which ex-
hibits a very little non-response variation except in the case of education.
And lastly, we used the raw 10-minute interval data in our study, so cor-
rections for summary statistics are not needed.

We decided to use weights when possible. When weights are not used,
the sensitivity of the results is checked. We also correct for clustering by
households in deriving the variance-covariance matrix.

6.4 Correcting for Weekly and Seasonal Variations

Lastly, a few notes on the variability of time-use during a day, a week and
a year based on Niemi and Padkkonen (1992). Finnish time-use studies
show that since 1979 the active period during the day has shifted to a
later hour. People go to bed later and wake up later. During a week the
composition of the weekend days in particular has changed. The deregu-
lation of the opening hours for shops has produced an increase in time-
used in shopping during Saturdays. Sundays have become more oriented
for resting and doing domestic chores." Finnish time-use during Sunday
centres around home. In contrast, in the United States, organizational
activities and socialising are popular during Sunday, mainly due to par-
ticipation in religious activity.

Hill (1985) estimated the effects of seasonal variation in the time-use
of adults in the United States in 1975-76. Her results showed that televi-
sion viewing and educational activities were the two time categories that
responded strongly to time of the year. There was also seasonal variation
in time-use.

Niemi and Padkkoénen (1992) noted that there is also seasonal varia-
tion in Finnish data since holidays are spent during July and August.
During the winter, leisure is more sports oriented and during summer
more socially oriented. Market work is done during spring and autumn.

Laaksonen and Piikkénen (1992) analysed with the Finnish Time-use
Survey from 1987/88 the effect of seasonal variation on different house-
work activities. They divided the year into four seasons. There was clear

# These changes correspond to similar results found in weekly time-use studies on
Canadian families. See Zuzanek and Smale (1999).
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indication that especially during the summer the time-use was significally
different from other seasons. They also made regressions using different
months of the year and found out that monthly variation is greater for
men than for women.

In our essays we use seasonal dummies when the sample covers the
whole year. We divide weekly time-use to weekday and weekend time-
use mainly by using a weekend dummy in our estimations.

V SUMMARY OF THE ESSAYS

These four essays represent an attempt to analyze time-use data with
econometric methods. By considering the different aspects of household
behaviour, we are able to get new insights into the way Finnish house-
holds allocate their time and what determines this allocation.

In the following, we present summaries of the research objectives, the
method used and the results obtained for each of the four essays sepa-
rately.

Essay 11s Time Spent Together in Finnish Households?

The first essay in this thesis studies what are the determinants of the time
spouses spend together. This is done by using episodal data found in the
unedited time-use files, where the activities of spouses are recorded in
ten minute intervals. This makes it possible to study when the spouses
are together, how long they are together, what they are doing together
and where they are spending the time together. Our interest is focused
on the effects of economic variables, like wage rate and non labour in-
come, on the time spent together.

There is quite strong evidence to support the hypotheses that spouses
like to spend time together. When interviewed with regard to different
activities, the time together ranked high. Even in the case of housework,
which usually does not get high points, the housework done together is
preferred to solitary housework. These findings indicate that joint time
could be classified as a normal good in economic sense.

If time spent together is a normal good, then the demand for it should
rise with income. However, there is contradictory evidence on the effect
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of economic variables on joint time-use. Recent studies by Hamermesh
(2000), Hallberg (2003) and Jenkins and Osberg (2004) all give different
results.

We look what the Finnish data reveal by using in our estimation a
fractional logistic model. Fractional logistic model has desirable theoreti-
cal properties for estimating dependent variables whose value ranges
between 0 and 1. We use Generalized Linear Models framework to do
the estimations thus being able to conduct a variety of diagnostic tests.
We will use a subsample, which includes only those observations that
have information on with whom the activity was done.

Our estimation results indicate that the share of joint time of spouses
decreases with an increase in the own net wage rate or with the income
of the other spouse. The non labour income of the respondent has no
effect on the share of joint time.

This could be taken as evidence that Finnish labour markets are quite
inflexible. Although there is a willingness to spend time together, the
constraints imposed by labour markets make it impossible. These con-
straints could partly explain the decisions on early retirement prevalent in
Finland.

Our results also show that it is mainly the same variables that affect
both joint time in housework and in leisure. This is interesting, because
leisure and housework are very different activities and the jointness in
these activities should obey different logics.

Previous studies have used activity categories with different levels of
aggregation. We show that this has an effect on the estimates of joint
time-used in families. The variability of the estimates is quite large de-
pending on the aggregation. Our results show that care should be exer-
cised when selecting the level of aggregation at which the analysis of time
allocation is done.

Essay 2 Daily Variation in Time-use — A Count Data Application

The second essay looks at how many activities people pursue during a
day. Our interest is to determine whether human capital affects people’s
propensity to do different activities. This has been suggested by Gronau
and Hamermesh (2001) as being the case.

The economic model for variety in time-use is based on the Beckerian
household production framework. It is assumed that human capital re-
duces the time it takes to switch from one activity to another. Moreover,
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as the wage rate of the more educated is higher, and the more educated
tend to have more human capital, it is in their interest to do more activi-
ties in less time.

We use data on the total number of different total activities and the
number of different leisure activities people engage in during a day. As
we have weekday and weekend observations, we can also study whether
there are more activities carried out during working day or the weekend.

The econometric method used in this essay is a negative binominal
model that is suitable for modelling positive integer counts with hetero-
geneity. We take the person’s educational level as the proxy for his/her
human capital.

We observe that people with a higher educational level do more activi-
ties than people with less education. There are also gender effects:
women do more activities than men. We also test whether there are dif-
ferences in routine. Once again, people with a higher educational level
have less routine in their time-use than those with less education. When
we included secondary activities, the results do not change. Still more
educated people do more activities.

One of the most serious objections against the counting of the num-
ber of activities is the claim that people with higher education are able to
record their activities better. Therefore the increase in variety is just an
indicator of linguistic aptitude, nothing more. This counterargument has
not been tested before. We get the surprising result that the better edu-
cated men spend more time also in unspecified activities.

Another common objection is that the more educated live in urban ar-
eas which can offer more varied time-use than the countryside, which
has a population with lower educational credentials. We investigate
whether the increase in variety can be explained by the area of residence,
but it can not.

Essay 3 Active Life during Leisure Time — Are the Winners Taking
it All?

Our third essay looks at the composition of leisure activities. Are there
differences between the times used in active versus passive leisure?
Which are the typical characteristics of people who watch TV? Are there
gender differences?

Our theoretical framework is once again Becker’s household produc-
tion theory. In this essay the Biddle and Hamermesh’s (1990) model on
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the demand for sleep is applied to model the demand for active leisure.
In this model a specific leisure activity increases the human capital of the
person and raises his wage rate. This makes it economically advantageous
to spend time in these activities compared with leisure activities that do
not have productivity enhancing effects. If one has a high wage rate,
then the reward will be higher and so is the incentive to spend time on
those activities.

The leisure time is divided into two different groups: active and pas-
sive. Passive leisure includes resting and inactivity, TV and video watch-
ing and radio listening. Active leisure covers all the rest.

First a standard Tobit model is used to explain the amount of active
and passive leisure time people have. In order to control for the sensitiv-
ity of definitions, we also use a more narrow definition of the active
time. Our results show that the educational level and gender are impor-
tant determinants of the time spent on active leisure and have negative
effects on the time-used in passive leisure. However, income variables do
not have an effect. This would mean that the time spent on active leisure
depends more on the amount of human capital then on the labour mar-
ket rewards.

The passiveness in daily time-use is closely linked to time spent watch-
ing TV. It accounts for over 80 percent of the passive time-use. There-
fore the studies that look only at the length of time spent in active versus
passive leisure easily measure only the prevalence of TV viewing in dif-
ferent socio-economic groups. It would therefore be advantageous to
have more data on the participation of activities.

In order to do that we use a unique dataset from the background in-
terview records of the time-use survey. There is data on whether the
respondents have participated in any of the 153 different activities during
last 12 months. These include a number of cultural activities, sport ac-
tivities, volunteer work situations and organizational activities.

One way to estimate a model with a number of simultaneous choices
is to use simulated maximum likelthood estimation of the multinominal
probit models. In the second stage we use this simulated maximum like-
lihood estimation of the multinominal probit model to look whether
there are differences in participation on active leisure. Multivariate probit
makes it possible to study a situation where a number of choices are
made simultaneously.

Our estimations show that there are also strong educational effects on
the propensity to do certain active leisure categories. The highly educated
are active in cultural activities and women in sports activities.
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Essay 4 More than Two Hands: Is Multitasking an Answer to
Stress?

The last essay investigates multitasking during leisure and housework and
its correlation with the indicators of stress. Multitasking means that mul-
tiple activities are done at the same time. We want to find out what types
of people are likely to do many activities at the same time. Especially
interesting is to look at whether self-reports of general rush and rush
during a day have an effect on the amount of multitasking done.

The theoretical framework is derived from household production the-
ory. We hypothesis with Hamermesh and Lee (2003) that all activities
which diminish the time constraint faced by the people will reduce stress.
One way to reduce the time constraint is to do many things at the same
time.

In our time-use data there is information on the primary and secon-
dary activities that respondents have done during a day. Our data are of
high quality in comparison to data from other countries. Over 95 percent
of the respondents have recorded secondary activities. In datasets from
other countries the response rates have been much lower.

Leisure activities are mostly done as secondary activities while doing
housework or leisure activities as primary activities. Two types of house-
work are done simultaneously quite seldom. This would indicate that
secondary activities are done mostly for their relaxing components in
time-use.

Our econometric model is Heckman’s selection model. In Heckman’s
model there are two different processes that govern the amount of mul-
titasking. First, there is the selection equation that determines whether
multitasking is done at all. The other is the outcome equation which ex-
plains how much multitasking is done.

Our results indicate that the general rush and rush during a day have a
different effects on the amount of multitasking. Rush during a day is
usually associated with less multitasking while general rush increases
multitasking in some cases. Net wage rate, which is the shadow price of
time, has a negative impact on the amount of multitasking. Educational
level, especially university level, has a significant positive effect on the
amount of multitasking done.

In gender studies there has been a strand of literature called ‘double
burden’-literature, where a justified claim has been made that women’s
participation in the labour force has decreased their high-quality leisure
time. One indication of this high quality leisure has been the length of
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leisure times when no secondary activity is done. As women do more
secondary activities than men, this has been taken as an indicator of the
gender inequality. We suggest, however, that multitasking is a natural
response to feeling of rush. Therefore, it should not be used as an indica-
tor of inequality.

VI CONCLUSIONS

Time-use data offer a rich source of information for the researcher.
Questions that have direct policy relevance can be studied with the in-
formation on how people allocate their time. Thus the paucity of eco-
nomic research using time-use data is surprising.

Time allocation has been approached in economics through the use of
household production theory created by Gary Becker. By making time
visible in the allocation process, the approach still represents, in spite its
weaknesses, the standard apparatus for time allocation studies.

The problem in economic modelling with time-use data is that time-
use data has been collected to give an aggregate picture of the use of
time in a society. They have not been collected to record the time allo-
cation of individual households, which would make it more suitable for
microeconomic research. The underlying assumptions in the time-use
data are that by sampling a given number of households within differ-
ent socio-economic groups in the society and weighting the sample by
the population weights of these groups, a picture of the societal use of
time is obtained. This can then be investigated by simple statistical es-
timation techniques. The methodological approach is holistic, not indi-
vidualistic. T'o use these data to make interferences about the behaviour
of the households calls for advanced econometric methods and suitable
economic models.

The limitations of the data also restrict the methods available. Some-
times simple approaches are more fruitful than the more advanced
ones. Sometimes very complicated methods are called for to compen-
sate for the weaknesses of the data. Sometimes neither helps. These
essays are an attempt to find most suitable methods for the questions at
hand. They show that economic factors play an important role in
households’ decision regarding time allocation and that economics can
contribute to time-use studies.
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European Time-use Surveys by
March 2003

Member States/ | Participation | Fieldwork period, Previous
EFTA Countries Sample size etc. TUS
Austria Conditional A TUS will be carried out as soon | 1992
as financing is guaranteed.
Belgium Ensured Carried out 2 TUS in 1999, 1988
linked to the HBS. S.s.: 4 275 hh
Denmark Ensured The Danish National Inst. of 1987
Social Research has carried out
a Time-use Survey in March,
April, Sept and Oct 2001.
S.s.: 4 000 ind.
Finland Ensured Fieldwork carried out March 1999 | 1987/88
- February 2000. S.s.: 2 600 hh.
France Ensured Fieldwork carried out February | 1985/86
1998 - February 1999. One diary
day; lower age limit 15 years.
Germany Ensured Fieldwork carried out April 2001 1991/92
— March 2002. S.s.: 5000 hh. First
results available in June 2003
Greece Conditional Not sure about main TUS. A 1996
TUS will be carried out as soon | HETUS
as financing is guaranteed. Pilot
S.s.: About 5000 hh.
Ireland Not ensured CSO will not carry out any 1996
TUS. HETUS
pilot
Italy Ensured Fieldwork cartied out April 1988/89
2002 — March 2003 S.s: 24 000
hh. First results in Sept 2003
Luxembourg Conditional CEPS/INSTEAD has no plans | 1996
to carry out a TUS HETUS
pilot
Netherlands Conditional Eurostat guidelines have not been | Pilot in
followed. The Social and Culture | Oct. 99
Planning Office has cartied outa | linked to
TUS with ref. period one week in | HBS
Oct 2000. CBS has carried out a
TUS with a light diary 2001. Not
sure about main TUS.
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Norway Ensured Fieldwork catried out February | 1990/91
2000 - January 2001.
S.s.: 7 500 ind.

Portugal Ensured Fieldwork carried out in October/ | 1996
November. 1999. Simplified
survey design, not all Eurostat
guidelines have been followed.
S.s: 5500 hh.

Spain Ensured Fieldwork carried out Oct 2002 | 1996
— Sept 2003. S.s.: 24 000 hh HETUS
Two diary days. First results in | pilot
May 2004.

Sweden Ensured Fieldwork carried out October 1990/91
2000 - September 2001.
S.s: 4 500 ind.

Switzerland Conditional Will find out if it is possible to 1979/80
carry out a less expensive survey.

United Kingdom | Ensured Fieldwork carried out June 2000 - | Pilot in
September 2001. S.s: 11 000 ind. | 1999
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Candidate
Countries as of
march 2003

Participation

Fieldwork period,
Sample size etc.

Previous
TUS

Sign

Albania

Conditional

Not before 2000 (?).
S.s.:2 000 hh.

The TUS might be
linked to the HBS.

1996
HETUS
pilot

Bulgaria

Ensured

Fieldwork carried out
Oct 2001 — Oct 2002.
S.s.: 3100 hh.

Persons 7+ are covered.

1988

Cyprus

Estonia

Ensured

Fieldwork carried out
April 1999 - April 2000.
S.s.: 3 500 hh.

1988

Hungary

Ensured

Fieldwork carried out
Sept 1999 - Sept 2000.
S.s.: 3500 hh.

1986/87

Latvia

Ensured

Fieldwork to be carried
out Feb 2003 — Jan 2004.
S.s.: 3 500 hh

1987

Lithuania

Ensured

Fieldwork to be carried
out Jan — Dec 2003
S.s.: 2 700 hh First
results in May 2004

1987

Macedonia

Conditional

Plans to carry out a
TUS in 2003, after the
2001 Census.

1996
HETUS
pilot

Malta

Poland

Ensured

Fieldwork to be carried
out June 2003 — May
2004. Persons age 15+
will be covered

S.s.: About 10 000 hh.

1984

Romania

Ensured

A TUS carried out in
Aug — Sept 2000.

S.s.: 9018 hh.

Plans for a 12 months
survey in 2004

1991

Slovak
Republic

Ensured

Plans to carry out a TUS
in Oct 2003 — Sept 2004

1986

Slovenia

Ensured

Fieldwork carried out
April 2000 - March 2001.
S.s.: 4 500 hh.

1987
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Appendix 2 Finnish Tax System in year 2000

Preliminary deductions from income

curo

Communal deduction from income tax 403

Earnings deduction from income tax 1479

Deduction from income tax base

Lower Upper % euro
12605 - 0,035
2521 12605 0,2
0 2521 1647
Taxes on income after preliminary deductions
Limits Income tax Communal tax
Lower Upper % % %
52941 - 0,375 0,21 0,057
29916 52941 0,31 0,21 0,057
18992 29916 0,25 0,21 0,057
13613 18992 0,19 0,21 0,057
10689 13613 0,15 0,21 0,057
8000 10689 0,05 0,21 0,057
0 8000 0 0,21 0,057
Capital gains tax 0,29

Non-taxable benefits

Child Benefits euro
First 90
Second 110
Third 131
Fourth 151
Fifth 172
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Appendix 3 Main and Secondary Activities in
Finnish Time-use Survey 1999/2000

0 PERSONAL CARE
000 Unspecified personal care

01 Sleep

010 Unspecified sleep
011 Sleep

012 Awake in bed
013 Sick in bed

02 Eating

020 Unspecified eating
021 Meals

022 Snacks and drinks
023 Alcohol

029 Other specified eating

03 Other personal care

030 Unspecified other personal care
031 Washing and dressing

032 Sauna

039 Other specified personal care

1 EMPLOYMENT
100 Unspecified employment

11 Main job
111 Working time in main job
112 Coffee and other breaks in main job

12 Second job
121 Working time in second job
122 Coftee and other breaks in second job

13 Activities related to employment
130 Unspecified activities related to em-
ployment

131 Lunch break

139 Other specified activities related to
employment

2 STUDY
200 Unspecified study

21 School or university
210 Unspecified activities related to school
or university

211 Classes and lectures

212 Homework

219 Other specified activities related to
school or university

22 Free time study

221 Free time study

3 HOUSEHOLD AND FAMILY CARE
300 Unspecified household and family care

31 Food management

310 Unspecified food management
311 Food preparation

312 Coffee and snack preparation

313 Baking

314 Dish washing

315 Preserving

319 Other specified food management

32 Household upkeep

320 Unspecified household upkeep
321 Cleaning dwelling

322 Cleaning yard

323 Heating and water

324 Various arrangements
329 Other specified household upkeep

33 Making and care for textiles

330 Unspecified making and care for textiles
331 Laundry

332 Ironing

333 Producing textiles

334 Handicraft

339 Other specified care for textiles

34 Gardening and pet care

340 Unspecified gardening and pet care
341 Gardening

342 Caring for pets

343 Walking the dog

349 Other specified gardening and pet care

35 Construction and repairs

350 Unspecified construction and repairs
351 House construction and renovation
352 Repairs of dwelling
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353 Making, repairing and maintaining
equipment

354 Vehicle maintenance

359 Other specified construction and repairs

36 Shopping and services

360 Unspecified shopping and services
361 Daily consumer goods

362 Other goods

363 Commercial and administrative services
364 Personal services

369 Other specified shopping and services

37 Household management
371 Household management

38 Childcare

380 Unspecified childcare

381 Physical care and supervision
382 Teaching the child

383 Reading and playing with child
384 Accompanying child

385 Outdoors with child

386 Talking with child

389 Other specified childcare

39 Help to an adult family member
391 Help to an adult family member

4 VOLUNTEER WORK AND PAR-
TICIPATORY ACTIVITIES

400 Unspecified volunteer work and
participatory activities

41 Organisational and volunteer work
410 Unspecified organisational and volun-
teer work

411 Work for an organisation

412 Volunteer work through an organisation
419 Other specified organisational and vol-
unteet work

42 INFORMAL HELP TO OTHER
HOUSEHOLDS

420 Unspecified informal help

421 Food management as help

422 Household upkeep as help

423 Making and care for textiles as help
424 Gardening and pet care as help

425 Construction and repairs as help

426 Shopping and services as help
427 Childcare as help

428 Help in employment and farming
429 Other specified informal help

43 Participatory activities

430 Unspecified participatory activities
431 Meetings

432 Religious activities

439 Other specified participatory activities

5 SOCIAL LIFE AND ENTERTAIN-
MENT

500 Unspecified social life and entertain-
ment

51 Social life

510 Unspecified social life

511 Socialising with family

512 Visiting and receiving visitors
513 Feasts

514 Telephone conversation

519 Other specified social life

52 Entertainment and culture

520 Unspecified entertainment and culture
521 Cinema

522 Theatre and concerts

523 Art exhibitions and museums

524 Library

525 Sports events

529 Other specified entertainment and
culture

53 Resting and inactivity

530 Unspecified resting and inactivity
531 Resting

532 Inactivity indoors

533 Inactivity outdoors

539 Other specified resting and inactivity

6 SPORTS AND OUTDOOR ACTIVI-
TIES

600 Unspecified sports and outdoor activi-
ties

61 Physical exercise

610 Unspecified physical exercise
611 Walking and hiking

612 Jogging and running



613 Biking

614 Ball games

615 Gymnastics

616 Fitness

617 Water sports

618 Skiing and skating

619 Other specified physical exercise

62 Productive exercise

620 Unspecified productive exercise

621 Hunting and fishing

622 Picking berries, mushrooms and herbs
629 Other specified productive exercise

63 Sport related activities
631 Sport related activities

7 HOBBIES AND GAMES
700 Unspecified hobbies and games

71 Arts

710 Unspecified arts
711 Visual arts

712 Performing arts
713 Literary arts

719 Other specified arts

72 Hobbies

720 Unspecified hobbies

721 Collecting

722 Computing - programming

723 Information by computing

724 Communication by computing

725 Other specified or unspecified comput-
ing

726 Correspondence

729 Other specified hobbies

73 Games and play

730 Unspecified games and play

731 Solo games and play

732 Parlour games and play indoors
733 Parlour games and play outdoors
734 Computer games

735 Gambling

739 Other specified games and play

8 MASS MEDIA
800 Unspecified mass media

67

81 Reading

810 Unspecified reading

811 Reading newspapers

812 Reading periodicals

813 Unspecified reading newspapers or
periodicals

814 Reading books

819 Other specified reading

82 TV and video
821 Watching TV
822 Watching video

83 Radio and music

830 Unspecified listening to radio and music
831 Listening to radio

832 Listening to recordings

839 Other specified listening to radio and
music

9 TRAVEL AND UNSPECIFIED
TIME-USE

90 Travel purpose

900 Unspecified travel purpose

901 Travel related to personal care

911 Travel as part of/during main job
912 Travel as part of/duting second job
913 Travel to/from work

921 Travel to/from school ot university
922 Travel related to free time study

931 Travel related to household care

936 Travel related to shopping and services
938 Transporting a child

939 Transporting an adult family member
941 Travel related to organisational and
volunteer work

942 Travel related to informal help

943 Travel related to participatory activities
951 Travel related to social life

952 Travel related to entertainment and
culture

961 Travel related to sports and outdoor
activities

971 Travel related to hobbies

991 Travel related to changing locality
992 Driving for pleasure

995 Filling in the time-use diary

999 Other unspecified time-use
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LOCATION AND MODE OF
TRANSPORT

00 Unspecified location (travelling or not)
Not travelling:

10 Unspecitied location (not travelling)

11 Home

12 Second home or weekend house

13 Working place or school

14 Other people’s home

15 Restaurant, café or pub

19 Other specified location (not travelling)
20 Unspecified private transport mode

21 Travelling on foot

22 Travelling by bicycle

23 Travelling by moped, motorcycle or
motorboat

24 Travelling by passenger car

25 Travelling by lorry, van or tractor

29 Other specified private travelling mode
30 Unspecified public transport mode

31 Travelling by taxi

32 Travelling by bus or coach

33 Travelling by tram or underground

34 Travelling by train

35 Travelling by aeroplane

36 Travelling by boat or ship

39 Other specified public transport mode
40 Unspecified transport mode
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ESSAY 1.

Is Time Spent Together in Finnish
Households?

Abstract:

Concentrating on the instantaneous use of time we study what deter-
mines the joint time-use of spouses in Finnish households. In our esti-
mation we apply fractional logistic model introduced by Papke and
Wooldridge (1996). The data used are the recent Finnish Time Use Sur-
vey from 1999/2000 with matched income records. Our results show
that net wage rate and yearly income of the spouse have a negative im-
pact on the share of the joint time spent together when market work
hours have been controlled for. The number of children reduces joint
leisure time of the spouses, but does not affect the housework time.
University education increases the time spent together in housework and
in leisure. These findings are robust to the aggregation of time-use cate-
gories.

1 Introduction

Recently there have been a number of contributions in economics of
household behaviour, where the interest has focused on the sequential
use of time. This is in clear contrast to eatlier research where interest was
on the aggregate allocation of time to work, housework and leisure
within the household. This new approach makes it possible to study the
timing of activities: when something is done and with whom.

One reason for the appearance of the sequential studies has been the
availability of episodal time data from some time-use studies. These diary
records usually show the behaviour of the household within 5- or 10-
minute intervals and make it possible to test empirically the relevant hy-
potheses.
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An especially interesting research question that can be studied with
episodal time-use data is the joint time-use of household members.
When they have a choice, do household members try to spend time to-
gether or not? If they do, then household members should do the same
activities during the same time periods together. If they do not, then the
simultaneity of the activities and company should be a mere accident.
The subsequent question, which is the topic of this paper, is whether
economic variables affect this choice and how.

There exists evidence (Sullivan 1996, Jenkins and Osberg 2004, Hall-
berg 2003) which shows that there is a greater amount of joint time-use
between actual spouses than is the case in experiments where the data
from men and women are randomly matched together and their time-use
is investigated. This has been taken as an evidence for the preference of
spouses to spend time together. This tendency shows even in fractions
of spouses working at given time as was reported in Hamermesh (2000)
and Hamermesh (2002).

The effect of this synchronization of joint time-use is, however, mod-
erate. Hallberg (2003) gets a result that the time that real couples have in
addition to the pseudo couples that were created by matching statisti-
cally, is approximately 45 minutes per day, a 12 percent increase.! As his
subsequent exploration shows that only 64 percent of the potential time is
used jointly, this figure drops to 7-8 percent. This low figure is also ob-
tained by Sullivan (1996). Indeed, Jenkins and Osberg (2004) get only a 5
percent difference between statistically matched couples vis-a-vis real cou-
ples. This would mean an increase in the joint time-use of approximately
20 minutes. However, in all cases, this difference is statistically significant.

Hamermesh (2000) and Hallberg (2003) and Jenkins and Osberg
(2004) study the effects of economic variables in the decision to spend
time together. But they all get different results. In Hallberg none of the
economic variables turn out to be significant. In Jenkins and Osberg
only some of the economic variables turn out to be significant. In
Hamermesh all economic variables analysed play a role. The differences
in these results are partly due to different definitions of the dependent
variables but they also show that the effect of economic variables on the
choice merits an additional investigation.

1 As he tests the effect of composition of time-use with the Blinder-Oaxaca decom-
position, which divides the time between general and behavioural difference, only
main part of this observed difference is due to behavioural differences. This means
that not all of the 45-minutes could even in this case be attributed to the purposeful
joint time-use.



71

With a number of novel features we study the effect of economic and
demographic variables on the joint time-use of spouses. The studies cited
above used an ordinary least squares framework or probit analysis in
their econometric analysis. As our dependent variable, the time spent
together out of total time, is a fraction, we are using a fractional logistic
model proposed by Papke and Wooldridge (1996) in order to take into
account the special nature of the dependent variable.

We also try to enlarge the analysis conducted by Hamermesh (2000)
and Jenkins and Osberg (2004), by using a more varied dataset. Our
time-use data have information on not only the activities carried out but
with whom the activity is done. Hamermesh had information only on the
starting and the ending of working hours. He was restricted to aggregate
the rest of the time to one category “not-working” and to study whether
the work hours of spouses correlate. Jenkins and Osberg used House-
hold Survey with some time-use information added.

Except for Sullivan (1996) the research has not studied time-use dur-
ing the weekends. However, it would seem natural to assume that the
weekends offer the best possibilities for spending time together. There-
fore, in this paper also the time-use during the weekends is studied.

The studies have also been concentrated on households where both
members work. Less attention has been directed on the question
whether there is more synchronization of time in households where only
one member is working, while the other is unemployed or stays at home.
If the other person is not constrained in his/her time-use, does this re-
sult in more joint time-use with spouses? Kingston and Nock (1987) get
a result with data from the United States that spouses in single earner
families have approximately 30 minutes more time together than in dual
earner families. They take this modest amount (less than 10 percent) as
evidence that dual earners try hard to find time together.

Empirically, one common problem that is not directly addressed in
catlier studies is the effect of the level of aggregation in time-use data.
The studies have been conducted using very aggregate time-use catego-
ries. There is evidence that in time-use studies, the results that are ob-
tained with the use of aggregate data are often different from those ob-
tained by disaggregated data. This was noticed by Kooreman and Kap-
teyn (1987) and Daunfeldt (2002). In this paper we will look at the dif-
ferent levels of aggregation and study what their implications are for the
analysis of joint time-use.

In this paper housework and leisure are studied both separately and in
combination. Time allocation decisions to spend it with others doing
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housework or as leisure may obey different principles. The issue then is
how joint time-use in these different activities is determined? Is there
more jointness in pursuing leisure time activities than housework activi-
ties? Is the joint time-use in housework driven by a household production
technology and is the joint time-use in leisure driven by consumption?

The study of joint time-use within households is important in many
respects. If household members like to spend time together, a change in
the time allocation of one spouse will affect the allocation of time of the
other spouse. This has implications for example for labour supply and
the demand for services. It will not only affect decisions when people
choose to work, but also when to take holidays and even when to retire
from the work force. It also has an impact on the demand for child care
and other services. The analysis of instantaneous time-use promises
many new insights on the understanding of household behaviour.

2 Sequential Model of Time Allocation

The sequential model of time allocation was formulated by Hamermesh
(2000). It is a standard work-leisure choice model extended to sequential
periods. A household utility function U is postulated:

U=UZ} Lsbyyseorlyy 25 [ Lol paseecslyp | Z7 (1l sy ] )
where Z” i=m [f is the subutility function of private leisure for male
household member 7 and for female household member f respectively.
7 is the subutility function for joint leisure and x is the joint household
consumption. The leisure / sequences, which include both housework and
leisure, run through each time period up to T. The leisure /is an integer
with value 0 or 1 so the time is either allocated to work or leisure and
within the leisure either to solitary leisure or joint leisure. This also means
that the fractions of time periods # cannot be allocated to multiple activi-
ties.

The budget constraint is:

z ZT:(I—lst)wst =x, s=m,

s=m, [ t=1
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where w, is the wage rate of a spouse s at a given time period % >0

J
1

if both spouses are not working at a given time s. Maximisation of the
utility function subject to budget constraint gives the optimal choices of
goods and leisure sequences of the household members, which are not
derived explicitly. The time spent together is naturally constrained by the

person wanting less time together.”

As Hamermesh (2000) himself points out, it is impossible to identify
with this formulation whether the reason for jointness is the couples’
preferences or the technology of household production. He also notes
that the amount of time spent together might be decided by some bar-
gaining mechanism not captured here.’

When the interest is on leisure, Hamermesh’s formulation seems
general enough. The demand for the joint leisure can be thought of as
an independent commodity which is wanted among the other leisure
pursuits. Therefore it is possible to study the effects of the changes in
price (wage) and income (annual income) on the demand for joint lei-
sure.”

When the interest is on housework, it would seem more natural to in-
corporate some model of household production into the model at hand.
In household production the housework is considered as an input into
the household production process (usually along with intermediary
goods and household durables). As housework is only an input to the
production process, the demand for it follows the behavioural patterns
of factor demands in the production function literature. In this setting
the joint time-use in housework arises when it is possible to increase the
output from the household production by working together. The
amount of joint time-use in housework obeys therefore technological
and production constraints and can be expected to differ from the de-
mand for an end product, which in this case is joint leisure. Whether the
Hamermesh formulation is appropriate or whether it would need a for-
mulation which includes household production depends on the effect
different variables have on these two distinct activities.

2 For a game-theoretical model of the constrained time-use see Haaparanta (1990).

3 Totally different point of view to the joint consumption of leisure is taken by Fong
and Zhang (2001), who look at the conditions with which it would be possible to
recover unknown spousal joint leisure in a cooperative household model.

*  There have also been studies trying to isolate sleep from rest of the leisure, see
Biddle and Hamermesh (1990).



74

For example Hill and Juster (1985) study to find out how good a pre-
dictor is the spouse’s time-use in housework and leisure to the time
spent in housework and leisure by the other spouse. They have a result
that the time spent in a given leisure activity by a spouse is the strongest
predictor of the time spent in that same activity. However, there is no
effect for housework, except for shopping and certain home repairs, like
gardening. They conclude that spouses’ time-uses in housework are sub-
stitutes but in leisure they are compliments.

3 Is Joint Time Normal Good?

There is empirical evidence to indicate that leisure spent together with
a spouse yields utility. Sullivan (1996) uses British data to determine
how enjoyable the activity-at-hand was for the respondent. He is able
to distinguish the enjoyment rating in joint time-use and solitary time-
use. According to his results people rate joint time-use higher than soli-
tary time-use. The highest enjoyment ratings are obtained for socialis-
ing, sleeping and relaxing. Hallberg and Klevmarken (2003) utilize in-
formation on the Swedish HUS-surveys from 1984 and 1993, where
respondents were asked to rate different activities. Although the data
were not differentiated between joint or solitary time-use, activities that
could be considered social got high ratings.” Robinson and Godbey
(1997) report evidence from five American time-use surveys in which
all socializing activities yield very high satisfaction ratings. The high
satisfaction ratings in interactive activities in United States and Sweden
are recorded also by Juster and Stafford (1991).

It is interesting to note that all kinds of housework, except being with
children, are rated very low in these datasets. However, even in case of the
housework, Sullivan (19906) is able to report a higher enjoyment rating,
especially when females are concerned, when housework is done jointly.

Hill and Juster (1985) also obtain information on the level of satisfac-
tion with given activities in their 1975/76 United States data. The satis-
faction of a leisure activity is among the strongest predictors for the
amount of time-used in the activity. For housework activities other vari-
ables turn out significant.

5 The only exception is the high rating of reading books and magazines, which is to

very great extent solitary activity.
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The enjoyability of joint time-use in marriage is extensively studied by
Kingston and Nock (1987) using the University of Michigan Time-use
Study from 1981. They construct a marital quality index based on answers
on the enjoyability of time spent together, the stated mutual understand-
ing, and subjective happiness in marriage. This index is used to explain
time spent together in various activities. As they find the causality prob-
lematic, they also explain the happiness index by the time spent together.
For both spouses the quality index has the strongest positive effect on
time spent together talking. As time spent together also has positive effect
on marital quality the effect of causality is left unanswered.

Hill and Juster (1985) claim that the amount of joint time-use between
spouses should increase over time. This is because time-use in activities
enjoyed by both spouses will replace those activities enjoyed by one and
disliked by the other. Therefore there should be more time spent to-
gether as the duration of living in the same household increases. They
however did not test this hypothesis.

All these contributions show that leisure time together can be consid-
ered of as being a normal good. Both spouses’ utility increases with be-
ing together. There is also some evidence that although housework time
is not as enjoyable as leisure time, it is enjoyed more when done to-
gether. If joint time is a normal good, then the increase in income should
have a positive effect on the demand for it.

4 Previous Empirical Evidence

There are two interlinked questions in studying the effect of economic
variables on the joint time-use of spouses. The first question is whether
economic variables play any role in the decision whether or not to spend
time together. One could argue that demographic variables, like presence
of children, have a much greater impact on the time-use than economic
factors.

The second issue is relevant only if economic variables are significant
in explaining the time-use. This question concerns the sign of the effect.
Does a change in the wage rate or in annual income have positive or
negative effect on the joint time-use?

In studying the effects of economic variables on the joint time-use, it
is difficult to assess how much of the time-allocation found in the data is



76

caused by the general structure of the society and how much results from
the decision making of the individual.” As Hallberg (2003) notes, one of
the most difficult problems in studying the instantaneous allocation of
time is that the general organization of the society influences the timing
of certain activities. Therefore it is difficult to differentiate how much of
the time allocation results from the concentrated effort of spouses and
how much results from the general patterns of society.’

Hamermesh (2000) uses U.S. Current Population Survey data from
1990’s on the time spouses’ work started and ended. As there was syn-
chronisation in the timing of the work, Hamermesh maintains a hy-
pothesis that time spent together is a normal good and its demand
should rise with income. He estimates the impact of spouses’ earnings
on the potential time together by holding hours of market work con-
stant, and the result indicates that couples with higher income had
potential time to spend together. He calculates income elasticities that
were positive but not very large. Testing whether the impact of
spouses’ earnings to potential joint leisure was equal, in the 1970’s
sample that Hamermesh used, it was rejected, but in the 1990’s sample
it was not.”

Hamermesh also studies the impact of an extra hour of work on po-
tential joint time. He notes that in both samples the effect of husband’s
extra hour is the same as wife’s extra hour. Also he observes that one-
unit increase in both spouses work time affects potential joint leisure

6 Tt is very difficult to find a situation in which the time-use constraint is artificially
relaxed. Hamermesh (2002) had a natural experiment in his disposal when he inves-
tigates how people allocate a windfall surplus hour. He utilizes the time-use infor-
mation during the change to winter time in Netherlands in October 1990. This
change happened during the night and he notes that most of the extra time was
used for sleep. The only group where less than half of the extra hour was used for
sleeping was unmarried men who used it for radio listening or TV-watching and in
the category “Sports and leisure”. The group that used the extra hour entirely for
sleep was females with small children. Pidkkoénen and Niemi (2002) report that
working parents of children under seven years old who said that they suffered from
lack of time would like to do more sports and more housework if given an extra
hour. Extra reading was the third most popular alternative.

7 Indeed, one would need to study why market work is done jointly. Hamermesh
(1999) shows evidence that the percentage of people doing evening and night work
has decreased. He attributes this to the general rise in real wages coupled with infe-
riority of evening and night work. He discusses the possibility of technological in-
duced causation but rules this out.

8 Hamermesh studies also whether the atrival of a child changes the time-use pattern
of the spouses and observes that it affects the potential joint time by reducing it.
Furthermore it is female time-use that changes more than male when a child arrives.
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little more than one unit so spouses are unable to synchronize marginal
increases in market work.”

Contrary evidence on the effect of economic variables on the joint
time-use is obtained by Hallberg (2003). He runs a regression to investi-
gate how time spent together is affected by a number of exogenous vari-
ables. He estimates the share of joint time-use in combined housework
and leisure by ordinary least squares. Concentrating on the responses
given between Monday and Friday by two-earner households, the ex-
planatory variables include age cohort dummies, a dummy for being a
male, dummies for different number of children, years of schooling, and
dummy for self-employment. Hallberg uses a number of different speci-
fications in his estimations. As to economic variables his first specifica-
tion is without economic variables, the second with wage rates of both
spouses, the third with yearly incomes of both spouses and the last with
both wage rates and yearly incomes of both spouses.

Hallberg does not get stable support for the hypothesis that wage rates
of spouses affect the share of joint time-use. In only one case is the wage
rate of the husband significant. The yearly income of a male is significant
in both specifications where it is used, where it is significant only in one
specification for the female. However, the effect of husband’s yearly
income is miniscule. Moreover, years of education are not significant in
any of the estimations.

Hallberg also estimates a Tobit model for the determinants of the poten-
tial time in housework and in leisure and in combining the two. In his speci-
fication, he also includes the market work hours of both spouses. He notes
that income has no effect on the potential time spent in these activities.

Jenkins and Osberg (2004) study the effect of wage rate on the prob-
ability of synchronised market work hours between spouses by utilizing
British Household Panel Survey from years 1990-1999. They examine
the work time synchronisation of the spouses with a probit model using
houtly wage rates, work hours, number of children, the presence of small
child in the household, and measures for working at odd hours as ex-

9 Further evidence on the shifts of time-use within a day is obtained by Hamermesh
(1999). He studies the allocation of work time between United States workers with
Current Population Survey datasets from 1973, 1978, 1985 and 1991. He hypothe-
sises that work during untypical hours is considered inferior and the increase in real
wages would have lead to reduction on evening and night work during the period.
He finds strong support for this hypothesis, with the result that workers who had
seen the biggest increase in real wages had been able to shy away from non-routine
hours of work.
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planatory variables. Their dependent variable is set to one if a couple
works at the same time and zero otherwise. They estimate their model
separately for couples with children and without children.

According to their results, female’s wage rate increases the probability
of work time synchronisation but the male wage rate only if couple has
children. An increase in the female’s hours of work leads to more work
time synchronisation, while the husband’s hours of work have no effect.
Children decrease the probability of synchronisation. Jenkins and Os-
berg’s results are thus similar to those observed by Hamermesh in the
case of females, but contrary to his results in the case of males.

Hill and Juster (1985) test to determine whether a spouse’s time in an
activity is a good predictor for the other spouse’s time spent in the same
activity. Using the 1975/76 University of Michigan’s time-use study on
United States Hill and Juster test hypothesis with 13 different time-use
categories and a sample of 384 married couples. They use imputed gross
hourly wage, years spent not working, a subjective assessment of the
satisfaction with the activity, and a set of demographic and skill variables
in their estimation. They note that a spouse’s time spent on leisure is a
strong indicator of the time spent on leisure also by the other spouse.
However, the time spent on housework by one spouse is not a good
indicator of the time spent on housework activity by the other. Another
significant variable in time allocation is gender. Interestingly, wage rate
has no effect on the time-used in leisure activities but does have a nega-
tive effect on certain housework activities.

Kingston and Nock (1987) uses the 1981 United States Time Use Study
to investigate the determinants of joint time-use in households where both
spouses work, and include 177 households in their sample. They hypothe-
sise that time together increases with income and social status, but decreases
with market work hours and with the time spouses have been married.

They explain joint time-use in seven different leisure and housework

. 10 . .
categories that they had constructed themselves.” As independent vari-
ables they use the time in market work, off-scheduling, income, socio-
economic status'', number of children, years in present marriage and

b

10 They include child care, recreation, housework and personal care, service, watching
TV, eating, and talking.

11 Lesnard (2003) uses indicator of social position to explain the amount of time spouses
are able to spend together. He hypotheses that the further away spouses are in a social
space that Lesnard constructed, the less possibilities they have for spending time to-
gether. His result indicate that the social position of the individuals within the mar-
riage effects the time spouses spend together.
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race. Off-scheduling is calculated by subtracting the time the other is
working from the time the other is not.

According to their observations, the only significant variables in ex-
plaining time spent together are total minutes of work and off-scheduling
time. Also contrary to their expectations, but conforming to the Hill and
Juster (1985) hypothesis, the length of time in current marriage has a posi-
tive effect on time spent together. The family total income and social
status have no effect on the time spent together. The number of children
is not significant either.

In summary, although there is evidence that spouses try to synchro-
nize their timing, the evidence on how different economic variables
affect this attempt is still mixed. Most of the results are not based on
formal models but are merely descriptive features and correlations
found in the data. With more disaggregated data and with more accu-
rate estimation methods, we attempt to shed more light on the question
whether and to what extent, economic variables affect the choice of
joint time.

5 Sample

The joint time-use between spouses is studied with data from Finnish
Time Use Survey 1999/2000 by Statistics Finland, which had been
collected between 1 March 1999 and 29 April 2000 following the Eu-
rostat guidelines for harmonized European Time-use Surveys. Data
on earnings, taxes and transfers from administrative files were merged
into this background information file, giving us necessary economic
variables to study the economic aspects of the time allocation prob-
lem.

The sample had 10278 individuals of whom 6272 responded. Out of
the 5224 individuals, who had both answered the interview and kept
diary for two days, we selected households where spouses were either
married or living in consensual union, and where adults were between 18
to 65 years of age.”” At least one adult member of the household had to

12 From these houscholds the records for over 15-year old respondents and other
household member were living elsewhere were deleted. If spouses reported differ-
ent number of children in their household, these records were also deleted. This left
with 3026 persons.
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be employed. The other adult could either be employed, unemployed or
taking care of the household.”

It was obligatory to indicate in the diary with whom the activity was
done. There were four categories: being alone, being with children up to
9 year old in the household, being with other household members, and
being with other persons. Unfortunately this information was coded
from the diaries into the data file by Statistics Finland for only seven
months: From March to July and for November and December."* Our
focus on only those households which also included information on joint
time-use reduced the size of the sample used here to 1520 observations
on 760 persons in 380 households.

Table 1 Descriptive Statistic for the Sample
Sample

Male Female
Gross hourly wage rate (euro) 15.5 12.0
Net hourly wage rate (euro) 9.6 8.0
Non labour income (euro) 1240 881
Age 43 41
Number of children 1 1
Basic education 24.8 % 18.7 %
Secondary education 40.0 % 41.3 %
University level education 35.1% 40.0 %
% employed 95.8 % 83.0 %
% unemployed 3.4 % 6.6 %
% homekeepers 0.8 % 10.3 %

n=380 N=380

13 Some technical deletions were also made: exclusions included households which had
missing diaries, had inconsistent information about the number of children, had two
adults of same sex, or were married but living separately, or reported that they were
working full-time but did not report any fixed working schedule in an interview. Also
some households were excluded with missing income variables, houtly wage-rates that
clearly were outliers and those with negative work-experience.

14 For the whole sample this amounted to 1893 individuals and 3786 diary dates.
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Table 1 gives some descriptive statistics for the sample used. The aver-
age age for males is 43 years and for females 41 years. The households
have, on average, one child. The imputed houtly wage rate is calculated by
Heckman’s (1979) method.” The imputed hourly net wage rate is 8.3 eu-
ros for men and 6.4 euros for females. The males have on average non
labour income of 1 240 euros and females have 881 euros'®. In the sample
96 percent of the males and 83 percent of the females are employed. Out
of the employed persons 92 percent of males and 86 percent of females
have full time job.

6 Some Preliminary Features about the
Joint Time-use of Spouses

In our sample of 760 households there are clear differences in the total
amount of housework and leisure done by each spouse.'” The allocation
of time is presented in table 2. During a weekday males do, on average, 2
hours 25 minutes of housework versus on average of 4 hours 28 minutes
for females. This disparity is reversed if we look at the market work. On
average males do 7 hours and minute of market work and females do 4
hours and 48 minutes of market work. As noted in many time-use stud-
ies,” the difference balances out if market and housework are added
together: total work is 9 hours 26 minutes for men and 9 hours 16 min-
utes for women. Gender differences are compounded during the week
when females use 35 minutes more for sleeping and personal hygiene
while males use 25 minutes more for leisure.

During weekends the gender differences remain. Although both
spouses sleep almost as long, males have 1 hour 13 minutes more leisure
time while females do 1 hour 40 minutes more housework. Some of this
difference is explained by the fact that even during the weekends males
work in the market almost 40 minutes longer than females.

15 For details see introductory essay in this thesis.

16 Child benefits are a large component of the non-labour income in Finnish house-
holds. These are usually paid to the mother of the child. Therefore it is usual for a
women to have a higher non labour income than men. We divided child benefits
into two allocating it to both parents.

17" Some activities are reclassified. For example eating, free-time study or going to the
sauna are classified as leisure activities.

18 See for example Robinson and Godbey (1997) and Gershuny (2000).
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Table 2 Time-use in Different Activities during a Weekday and
Weekend (in minutes)
Weekday Weekend
Male Female Male Female
Housework 145 268 195 295
Leisure 379 354 577 504
Market Work 421 288 94 55
Studying 3 3 1 2
Personal Care 489 524 570 580
Others 5 3 3 4

The level of aggregation in time-use categories has a considerable im-
pact on the estimates of how much time is spent together during leisure
and during housework.” It is a well known fact, as pointed out by
Klevmarken (1999), that the coding chosen and the questions posed by
the interviewer affect the detail and content of the survey data. In our
dataset we can choose different levels of aggregation for presenting the
time-use categories. If the most detailed level is chosen then time-use is
divided into 185 basic activities, while in most aggregate level there are
only six major categories (i.e. housework, leisure, market work, studying,
personal care, others). The level of aggregation has an impact on the
estimates of the amount of joint time-use in households.

In order to record time as joint time-use, the spouses have to carry out
disaggregated activity in the same place at the same time. This is indi-
cated as ‘Housework together’ and ‘Leisure together’ in table 3. Accord-
ing to the most disaggregated level of time-use categories, spouses did
joint housework only 22 minutes during the weekday and 43 minutes
during the weekend. These figures on the joint housework increased,
when all different housework activities were aggregated together, pro-
ducing a joint housework time of 47 minutes; an increase of over 200
percent. Likewise the estimate of time spent together in doing house-
work during weekends more than doubled to 1 hour 37 minutes.

19 Joint time-use is defined as a situation where both spouses record the same activity
in the same place with relatives other than children up to 9 years of age. This means
that both partners must fulfil these conditions. For the discussion of differing re-
sponses see Hallberg (2003).
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The level of aggregation has a similar impact on the estimate of joint lei-
sure. If the basic time-use categories are used, spouses spend 1 hour and 27
minutes leisure together during weekdays and 3 hours and 6 minutes during
weekends. With the aggregate categories the figure for a weekday increases
to 2 hours and 40 minutes and for weekends to 5 hours and 11 minutes.
Thus there is an increase in the estimate of joint leisure of about 73 minutes
during the weekdays and about 125 minutes during the weekends.

Some datasets lack information on the presence of other individuals.
In that case it is often assumed that couples do things together if they are
engaged in a same activity in the same recording period. Our dataset
shows that this leads to even greater differences in estimation. Table 3
also records the time spent in exactly the same activity as the spouse, but
not in his/her company. These figures are presented in rows ‘Same kind
of housework alone’ and ‘Same kind of leisure alone’. If these activities
are classified as joint time-use, then in the worst case the figures for joint
time get inflated by 20 percent. Using aggregated categories, this trans-
lates into an estimate of over an one hour more in joint time what in
reality is spent between spouses. The differences of this magnitude in
these estimates cannot be neglected.

One explanation for the increased joint time, when the level of aggrega-
tion is increased, could be that the aggregation does not capture gender
differences in specific housework activities. There is some evidence, for
example Robinson and Godbey (1997) and Niemi and Padkkonen (2002)
that men engage in home repairs and other mechanical housework while
women still continue to concentrate more on domestic chords like cook-
ing and cleaning. At a disaggregated level, this would translate into a re-
duction in joint time-use if it is examined at the level of single activity. If
housework is taken as an entity, this implies that gender-specific house-
work activities are recorded as joint time-use. This would not, however,
explain the increase in joint time in leisure.

Table 3 hides the fact that there are a great number of households
where there is no joint time-use at all, as is indicated in table 4. We see
that with the most disaggregated time-use categories, no joint housework
is done during the weekdays in over 60 percent and during weekends in
over 40 percent of households. In the case of leisure the figure is smaller:
20 percent of housecholds spend no leisure together during weekday; the
corresponding figure is 10 percent during the weekend. It is interesting
that almost a fifth of the households have neither joint leisure nor joint
housework during a weekday — this drops to 8 percent during a weekend.
It is also interesting to note that in the joint time-use of childless couples,
these percentages change very little.
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Table 4 Households without Joint Time-use
Weekday Weekend
No joint housework 60 % 41 %
No joint leisure 21 % 10 %
Neither housework nor leisure 18 % 8 %

The high number of spouses who do no housework together during
weekdays can mean that there is an increased division of housework into
single activities carried out during weekday. This result can also be
caused by the survey set up, where each household has only one weekday
as the observation day. It could also be the case that joint housework is
concentrated on a random day during a week and is not captured by this
sampling scheme. If more days were sampled for a single household,
then this figure would perhaps decrease.

The percentage distribution of the joint time is presented in table 5,
where the effect of the level of aggregation is clearly visible. The figures
become approximately double for using more disaggregated categories.
The percentage distribution shows also that during weekends the level of
time spent together in different activities is approximately the same for
both sexes. However, during weekdays men spent proportionately more
time doing joint housework or joint leisure out of their total amount,
which they have less. Because women do more housework in aggregate,
the share of joint housework is smaller for them. The reverse holds for
leisure.

Hallberg (2003) reports that based on Swedish data couples spend
together 64 percent of the total time available for spending it together.
On average Swedish spouses spend 3.6 hours together during weekday
out of 5.6 hours that were spent in housework and leisure. This figure
is two and half times our result for disaggregated categories but quite
close to our figures based on aggregated categories similar to Hall-
berg’s.

The subsequent analysis is conducted using the most disaggregated
level of information. It contains fewer joint time reports, but it is also
more accurate than the levels of aggregation used in previous studies.
More aggregated time categories are also used for checking the robust-
ness of results.
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Table 5 Joint Time-use as Percentage of Total Time-use between
Spouses

Week Disaggregated Aggregated
Housework: % joint time for males 15 % 32 %
Housework: % joint time for females 8 % 18 %
Leisure: % joint time for males 23 % 42 %
Leisure: % joint time for females 25 % 45 %
Total males 21 % 39 %
Total females 18 % 33 %
Weekend

Housework: % joint time for males 22 % 50 %
Housework: % joint time for females 15 % 33 %
Leisure: % joint time for males 32 % 54 %
Leisure: % joint time for females 37 % 62 %
Total males 30 % 53 %
Total females 29 % 51 %

For example, our disaggregated data reveal interesting facts about
the activities spouses do together. The main five activities where
spouses spend most time in absolute terms together during weekdays
and weekends are presented in table 6.*” Communicating with other
household members takes most of the time both during weekdays and
weekends.

The second activity most common activity with the spouse is shop-
ping for goods and services. One reason why less shopping is done

20 Sleeping is excluded, because that is solitary activity regardless of a shared bed.
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Table 6 Time-use Categories with Longest Joint Time between
Spouses
Weekday Joint time
1 Talking with other household member 1h 57min
2 Shopping for goods and services (includes travel) 1h 32min
3 Eating together 35min
4 Reading newspapers and periodicals 35min
5 Drinking coffee and eating snacks 20min
Weekend
1 Talking with other household member 2h33min
2 Shopping for goods and services (includes travel) 53min
3 Outdoor exercising 22min
4 Eating together 20min
5 Drinking coffee and eating snacks 15min

during weekends than weekdays is the fact that weekend includes Sun-
day, when most shops are closed. The observation that shopping is
joint activity is also corroborated by Hill and Juster (1985) who note
also a result that shopping is one of the few housework activities that
respond positively to the amount of time spent in the activity by the
other spouse.

As most of the recreation is done during weekends, it is not surprising
that outdoor exercising together is in third place during weekends. Dur-
ing weekdays eating together and sharing newspapers and periodicals
account for approximately 35 minutes. During weekends eating together
and drinking coffee and eating snacks are in the fourth and in fifth place.
Snacks are also the fifth joint time-use category during the weekdays.

Is there more joint time-use in household where the other spouse is
not constrained in his/her time-use? If the other spouse is not time-
constrained, this should show up as increased time together especially
during weekdays, when the problems of synchronization are most severe.
During weekends, the employed person is usually off-work, so the em-
ployment status of the spouses should not have such an impact.
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Table 7 Difference between Joint Time-use in Households where
both Spouses are Working and Households where only
one Spouse is Working (in minutes per day)

Joint Joint time Difference Y%~
time when other in difference
when spouse un- minutes
both  employed or

spouses taking care

working of household

Weekday Housework 19 31 12 63 %
Leisure 81 109 28 26 %
Weekend Housework 44 38 -6 -14 %
Leisure 178 199 21 12 %

n=300 N=80

Table 7 compares the amount of joint time-use by couples where both
are working versus the situation where one spouse is either unemployed
or taking care of the household. In our sample there are 80 couples in
which only one spouse is working. Interestingly, for these single earner
families there is a clear increase in the joint leisure during weekdays and
weekends. However, the effect is opposite on the joint housework dur-
ing weekdays and weekends. One-earner families do, on average, more
housework during weekdays and less housework during weekends. The
opposite is true for dual-earning families. One explanation could be that
in time pressed dual-earner households’ housework activities are shifted
to weekends when there is not so much pressure on time use.

7 Fractional Logistic Estimation

Our dependent variable is the time spent together as a fraction of the
time available for different activities. Therefore our dependent variable is
bounded in the unit interval 0 and 1.

Usually in a case that none of the values of the independent variables
are strictly O or 1, the common way forward is to make a log-odds trans-
formation
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oz 1

and to use ordinary least squares in estimation. This transformation
makes the value of the dependent variable range between zero and one.
However, as Wooldridge (2002, 662) points out, the use of ordinary least
squares in these circumstances creates a number of problems. If the de-
pendent variable takes values 0 and 1, this transformation cannot be used
without making some arbitrary adjustments to the boundary values. Fur-
thermore, with this transformation the estimated coefficients are hard to
interpret.

Papke and Wooldridge (1996) investigate the problem of estimating
fractional values in the case of pension plan contributions. They propose
a non-linear function for estimating the expected values of dependent
variables j; conditional on a vector of covariates x;

E(yi Xi) = G(Xiﬁ)

where G is any cumulative distribution function and betas are the true
population parameters. They chose a logistic distribution

) _ exp(x,B)
Y 1+exp(x;B)

E ( Y |X
and suggested the use of Bernoulli log-likelihood function

L,(B) = y,log[ G(xB) |+ (1-y,)log[1-G (x;B)]

A

to get the quasi-maximum likelihood estimator B of true population
parameters f.

Papke and Wooldridge (1996, 622) propose asymptotically robust in-
terference for the conditional mean parameters. To derive an asymptoti-
cally robust estimate & for variance o, they first define

g(Z)EdG(Zde ) éi EG(Xiﬁ)Ej}i and g, Eg(xiﬁ)‘

Then the estimated information matrix is

)

A

i=l1
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In order to get true asymptotic standard errors a outer product of the
score is also needed. The residuals from the estimation are

U=y - G(xlﬁ) . Let

g Y

Then a valid estimate of the asymptotic variance ﬁ is a modified
sandwich type:

A'BA"

As Papke and Wooldridge (1996, 623) note, standard errors are ob-
tained as the square roots of the diagonal elements of this equation.

Additional support for using Papke and Wooldridge’s method comes
from Kieschnick and McCullough (2003). They compare two different
methods of estimating fractional dependent variables: a beta distribution
based parametric regression model or Papke and Wooldridge’s quasi-
likelihood based fractional logistic model. They recommend the use of
the Papke and Wooldrige method especially if the sample size is large
enough to justify the asymptotic properties.

8 Empirical Specification
We use the following empirical specification for the fractional model:

J,
T—‘”zaixi+,6’iyi+ei, s=L,H,L+H;i=m,f

si

where x; includes the economic variables, j, represents the demographic
variables and ¢ is the error term. | represents the joint time in pure lei-
sure, housework or combined housework and pure leisure. T represents
total amount of time, solitary or joint, spent in these activities by the
male or female. Dividing one with another results in a fraction of time
spent together out of the total amount spent in these activities. We esti-
mate joint time-use separately for housework H and for leisure L. The
estimation of housework and leisure in combination (H+L) is done to
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facilitate comparisons with Hallberg’s (2003) results. To be able to com-
pare our results to those of Hamermesh, Jenkins and Osberg (2004) and
Sullivan (1996), a specification is used that has the absolute amount of
joint time-use as dependent variable.

The economic variables used in the estimation include the net hourly
wage rate and the non-labour income of the person. Also the net an-
nual income of the spouse is included. The demographic explanatory
variables are dummies for age cohorts, a dummy for female respon-
dent, dummies for educational levels using ISCED-97 classification, the
imputed market work hours, the number of children, a dummy for liv-
ing in rural area and 2 dummy for a person with disability.”

Because the sample that has information on the joint time-use was
coded for five spring months and two fall/winter months, a dummy
was created to take into account fall/winter observations. A weekly
variation in the data is taken care of by a dummy variable for weekend.
A dummy is also included to take into account whether the respondent
indicated that the diary day was an unordinary day.” In addition to lim-
ited seasonal scope, our sample includes only those households where
at least one spouse is in paid employment. This reduced the size of the
sample considerably. It also makes the characteristics of the sample
uniform.”

An important departure from Hallberg (2003) in our specification is
that the hours of market work are one explanatory variable in the
share of the joint time-use. Hallberg uses hours of work in explaining
the total amount of housework and leisure, but not for explaining the
joint time-use. This is in contrast with Hamermesh’s (2000 and 2002)
formulations, where the effects of economic and demographic vari-
ables on the joint time-use are studied, given the market hours
worked. Hamermesh argues that only when market hours are held
constant, can there be evidence on whether the changes in variables
under study have an impact on the share of time spent together. We
also extend Hamermesh’s approach by concentrating on the share of

2l The imputation of net wage rate and the imputation of the weekly market work
hours are described in the introductory chapter of this thesis.

22 An unordinary day is one in which a person is on holiday, sick-leave, parental leave,
on strike, taking care of sick relative, or on a part-time pension arrangement.

23 The use of weights creates problems because most of the diagnostic routines that
are usually applied in this context are not available in the econometric software
when weights are used. Therefore we chose to conduct our subsequent estimations
without the weights.



92

joint time in various activities instead of the aggregate amount of joint
time-use.”

Because the fractional logistic model has non-normal response distri-
bution, the most convenient way to estimate it is to use a Generalized
Linear Models (GLLM) framework, which is a method of extending Ordi-
nary Least Squares regression to incorporate a variety of response distri-
butions. In GLM framework a linear predictor is mapped through a so
called link function to model the mean of a dependent variable that has a
distribution belonging to exponential family of probability distribu-
tions.”

The theory of Generalized Linear Models was developed by Nelder
and Wedderburn (1972) and it has subsequently been enlarged to in-
corporate a wide class of distributions. They include, for example,
normal, binominal, Poisson, Gamma and negative binominal distribu-
tions. By transforming the relationship to exponential representation,
many problems encountered by non-linear estimation methods can be
avoided.

In our case this probability distribution is binominal and the link used
is a logit link. The estimation is done by a maximum likelthood. We are
using Newton-Raphson method. The estimations are corrected for clus-
tering using modified sandwich estimators which also provide robust
standard errors in Huber/White sense.

In respect of diagnostics there are a great variety of suggested residual
measures that can be used in GLM post-estimation analysis are summa-
rized in Hardin and Hilbe (2001, chapter 4). One of the most popular is
Anscombe residuals, which have been defined for different distributional
families used in GLM. Anscombe residuals should have a normal prob-
ability density and the plot of Anscombe residuals versus fitted values
should not show any systematic differences.

To asses the potential misspecification in our functional specification,
we use the link test proposed by Pregibon (1980). In this test fitted val-
ues of the estimation are squared and the function is re-estimated with

24 Naturally, the use of the amount of market work as an explanatory variable creates
endogeneity problems because the hours of market work are simultaneously de-
cided with housework and leisure. Therefore, to correct for the endogeneity we es-
timate the hours of work by ordinary least squares and use fitted values instead of
real market values. For similar method see Amemiya (1978). The problem with gen-
erated variables is the correction of standard errors.

%5 A good introduction to GLM-framework is given in Hardin and Hilbe (2001).
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the squared residuals. If there is no misspecification then squared residu-
als should not have any explanatory power.”

In our estimation the link function is logit function, where the cumu-
lative probability distribution follows logistic distribution. A close vari-
ant to logistic and a potentially fruitful other alternative is to use probit
function as a link function. Then the cumulative probability distribu-
tion would be a normal distribution. We also use a probit link for esti-
mating our equations in order to assess the appropriateness of the link
function.

The normal way to assess the link function is to look at both the
Akaike information criterion or Baysian information criterion. Akaike
information criterion (AIC) is calculated as follows:

—2L+2p
n

AIC =

where L is the log-likelihood value, p is the number of parameters and #
is the number of observations.

The Bayesian information criterion (BIC) is calculated as:
BIC = D—dfIn(n),

where D is the deviance between observed and fitted values for each
observation, df is the degrees of freedom in the equation and 7 is the
number of observations.

With non-linear estimation methods we cannot use an ordinary R-
squared statistic but have to resort to some other method of trying to
determine how much of the variance is explained by the regression. In
order to do this we calculate McFadden’s (1974) likelihood ratio index,
which has following form:

L

2 _ full
RMcFadden =1-
only.cons

Where L, denotes the log-likelihood of the full model and L,
denotes the log-likelihood of the equation where only constant is in-
cluded in the estimation. The interpretation is the same as with ordi-

26 Another, more popular, possibility is to use RESET-test. However, the test avail-
able could not take survey structures into account.
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nary R” the bigger the number the more of the variance is explained
by the function.

9 Results

Estimation results are presented in table 8. To take the overall pattern
of our estimates, they show that economic variables do affect the share
of joint time-use in both housework and leisure. So for the most part,
our results do not agree with those obtained by Hallberg (2003), who
finds that economic variables do not affect the choice.

Table 8 Fractional Logistic Estimation Results for Joint Time-use
Leisure Leisure Housework | Housework
Weekdays | Weekends | Weekdays Weekends
Net wage rate -0.028** -0.055%** -0.037* -0.059%**
(0.047) (0.000) (0.100) (0.003)
Non labour income 0.000 0.001 -0.004 -0.003
(0.796) (0.435) (0.607) (0.378)
Spouse’s annual in- -0.002%** -0.002%* -0.004*** -0.001
come
(0.002) (0.025) (0.003) (0.131)
Age 35-44 0.211 0.698*** -0.163 0.506*
(0.321) (0.000) 0.617) (0.069)
Age 45-54 -0.053 0.73 0k -0.059 0.711%
(0.855) (0.007) (0.898) (0.074)
Age 55-64 -0.013 0.996*** -0.398 0.591
(0.972) (0.004) (0.566) (0.242)
Secondary education 0.160 0.245%* 0.092 0.210
(0.236) (0.041) (0.703) (0.249)

27 It should be noted that the explanatory power of these estimations is quite low. The
resulting McFadden likelihood ratio index is between 2 to 6 percent. The explana-
tory power of the regression explaining joint time-use in leisure is around 3 percent.
The likelihood index for housework during weekends is 4 percent but for weekdays
6 percent. For joint housework and leisure the index is four percent and three per-
cent, respectively.
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University education

Female

Number of children

City

Market hours

Unusual day

Disabled

Fall observation

Constant

Observations

Log pseudo likelihood
McFadden R”2

Perigbon link test

Sfrancia test with

Anscombe residuals

0.561%*
(0.014)

0.127
(0.482)

-0.152%*
0.012)

0.046
(0.735)

0.000
(0.517)

0211
(0.189)

0.026
(0.804)

0.118
(0.399)

0.687
(0.397)

760

-304
0.032

P>|z| 0.460

Z =6.04
IProb> z 0.000

0.80G+*x
(0.000)

-0.389%+
(0.026)

-0.195%
(0.002)

-0.098
(0.444)

0.001
(0.291)

-0.043
(0.783)

-0.181%+
(0.045)

0.003
(0.982)

2,608k
(0.001)

760

-358
0.027

P>|z| 0.545

7 = 5.66
IProb> z 0.000

0.744%
(0.041)

-0.670%*
0.017)

-0.085
(0.505)

0.207
(0.430)

0.002*
(0.086)

0.473
(0.110)

0.048
(0.793)

0.039
(0.878)

0.631
(0.631)

760

-194
0.056

P>|z| 0.884

Z =9.48
IProb> z 0.000

0,927+
(0.005)

1,027+
(0.000)

-0.096
(0.324)

0.177
(0.359)

0.002*
(0.062)

0.041
(0.835)

-0.044
(0.761)

0.164
(0.409)

1.966*
(0.084)

760

=277
0.039

P>|z| 0.59

7 =9.35
Prob> z 0.000

p values in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%

Our results show that the effect of wage rate on the joint time-use is
negative for leisure and for housework even when market work hours are
controlled for. Spouse’s annual income has a negative effect except with
housework during weekends. These effects are presented in table 9. This
means that the higher the net wage rate, the smaller share of the joint time
spent together during both a weekend and during a weekday for leisure
and for housework. As we control for the market work hours, the reason
for smaller share of joint time cannot be that people with higher income
or wage rate work more and thus have smaller amount of time to allocate
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to leisure and housework. The non labour income of the person has no
explanatory power on the time spent together.

Table 9 Effect of Wage-Rates and Annual Incomes on the Share of
the Joint Time-use (+)or(-)
Net wage Non-labour Spouse’s annual

rate income income

Weekday Leisure Yes (-) Not significant Yes (-)

Housework Yes (-) Not significant Yes (-)

Weekend Leisure Yes (-) Not significant Yes (-)

Housework  Yes (-) Not significant Not significant

If we aggregate housework and leisure together and estimate it with
the same explanatory variables, then the net wage rate and the spouse’s
annual income have a negative effect in all cases. The estimation results
are presented in Appendix 1.

This negative effect of one’s own wage rate and the spouse’s annual
income is present also in the estimations which use the actual time spent
together in housework and leisure rather than in fractions of time. In
both respects the results indicate that the substitution effect of the
change in the wage rate is stronger than the income effect and thus re-
duces the amount of joint leisure both in housework and in leisure.

The change in non labour income has no effect on the joint time-use in
housework and leisure. This is as expected, because the non-labour income
does not change the relative prices between different time-use categories.

Our results lead in a direction different than that obtained by Hamermesh
(2000) and by Jenkins and Osberg (2004). They find that income has a posi-
tive effect on the amount of potential joint time. Their results show that
people with higher income have more potential time for themselves. How-
ever, our results, which are based on the actual amount of joint time, show
that this potential time gain is in fact not used for doing things together.” In

28 As a further check we also estimate equations explaining the total time-use, joint or
solitary, in housework and in leisure. Neither the net wage rate nor the spouse’s an-
nual income is significant in explaining the total amounts. Instead it is demographic
variables, like being female or having children turn out to be significant. All the es-
timations are available from the author upon request.
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certain respect our results are more in line with the traditional Gronau-
type model of the time allocation to housework, market work and lei-
sure.

The observation that the spouses’ annual income, which could repre-
sent a pure income effect for a spouse, has a negative impact on the joint
time-use is more problematic. It could be argued that this effect should
be positive.

We also estimate our specification with the share of the joint time cal-
culated using only eight aggregate time-use categories. It does not change
the main result that the net wage and the income of the spouse has a
negative effect on the share of the joint time-use. Therefore, our results
seem to be robust to the aggregation level used in the estimation.

As we included educational variables in our estimation, it is interesting
to note that having a university level education has a positive and signifi-
cant effect on the share of joint time. There is some indication that more
educated men participate more in housework in Finland. The positive
effect of university level education found in our estimation would be
evidence for that.

Being a female reduces significantly joint time in housework during
weekdays and weekends and joint time for leisure during weekends. This
fact is also reported by Sullivan (1996) who concludes that the little
housework males do is usually done together with females, but that fe-
males do a lot of housework on their own. Therefore the share of men in
joint housework is much larger than females.

The dummies for age cohort for ages 35-44 and 45-54 turn out to be
significant in explaining joint time-use in leisure and housework during
weekends. In both cases the effect is positive. For the years 55-64, there
is a positive effect on leisure during the weekends. The data lack infor-
mation on the length of the marriage. Therefore the hypothesis of Hill
and Juster (1985) that spouses who have been married longer engage in
similar activities could not be tested. If the length of the marriage is cor-
related with the age of the spouses, and similar activities are done mostly
during weekends, then our data do support this hypothesis.

The variable for the number of children turns out to be very signifi-
cant and negative in the case of joint leisure. In the case of housework
the variable turns out statistically insignificant. Jenkins and Osberg
(2004) argue that child care is usually done by one of the spouses while
the other is doing housework, thus resulting in less time doing the same
activity together.



98

Hamermesh (2000) considers the effects of children on the joint time-
use of spouses. He had longitudinal data so he could look for the change
in time-use when the first child arrives in the family, when an additional
child comes and when a child leaves the family in contrast to families
without children. He finds that the only significant differences in the
joint time-use between different groups are between those who had chil-
dren and those who did not. It was the presence of children that mostly
determined the lack of jointness in these groups. Moreover, the reduc-
tion falls mostly to women.

Contrary evidence comes from Hallberg and Klevmarken (2001) who
note that parents complement each other in the time-use with children.
This means that there is jointness in the sense that in a given day if one
parent spends considerable time with the children so then the other par-
ent as well. The effect is close to one.

If we look at the possible difference between joint time-use in house-
work and leisure, it is interesting to note that the economic variables
have mostly the same effect in both time-use categories. Some demo-
graphic variables affect the joint time-use differently in leisure and
housework. The observation that the number of children decreases
spouses’ joint leisure time is not surprising, but the fact that it does not
affect the joint time in housework is more curious. Urban residence in-
creases joint leisure during weekdays and joint housework during week-
ends. However, in other cases the same demographic variables affect
both categories the same way. Therefore our previous conjecture that the
amount of joint time in housework and leisure is determined by different
factors does not seem to get confirmation.

This result is in contrast to that obtained by Hill and Juster (1985).
They find that the overall time-use by a spouse in different leisure activi-
ties is a good predictor on the time-used in a same leisure activity, but
not a good predictor on the time-used in housework. Here our result
indicates that a set of explanatory variables has same kind of effect on
the joint time-use whether it is in housework or leisure.

Based on the estimations, we calculate an estimate of the joint time-
use for a set of households with different socio-economic characteris-
tics. This is calculated by taking the linear prediction of the GLM bi-
nominal logit link model and evaluating it with the chosen values as
recommended by Wooldridge (2002, 662). We select a high-income
university educated couple in their forties living in metropolitan area
with both spouses working and having two children. For another type
sample couple, we choose low-income childless couple in their fifties
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with elementary education living in the countryside. For both couples,
the estimate of the joint time is calculated for a weekday and for a
weekend.

During weekdays joint housework is done in both kinds of households
for approximately 15-20 minutes. This represents 13 percent of the
male’s housework time and 10 percent of the female in the high-income
family. For the low-income couple, the share is 9 percent for the male
and 7 percent for the female. During weekends the high-income couple
does 10 minutes more housework together - approximately 48 minutes
in total. This difference translates to a 26 (17) percent share for high
(low)-income females and 16 (11) percent share for males.

As for the leisure it is interesting to note that a high-income university
educated middle-aged couple has 15 minutes more leisure time together,
approximately 1 hour 15 minutes, than a low-income lower-educated
older couple. The increase in joint time is explained mainly by having a
university degree. A household with exactly the same profile, but with
only a secondary schooling, would have almost the same amount of joint
leisure time than the low-income couple. However, during a weekend the
low-income couple has 30 minutes more leisure together, than the high-
income couple. In total over 3 hours. These time estimates translate to
an average share of joint time of 65 percent out of the total leisure time
for a low-income couple and 45 percent share for a high-income couple.
During a weekday the share is approximately 25-30 percent for both
types. These differences are mainly driven by demographic factors. Eco-
nomic variables, like the wage rate, have very limited impact although
they are statistically significant.

Some notes about diagnostics to end this chapter. We test for the ap-
propriateness of the link function by also specifying a probit link. When
comparing Akaike and Bayesian information criteria for probit and logit
links, the differences in values are minimal. However, the logit link gets
smaller values in every case, giving evidence that our link is appropriate.
Pregibon’s link test is computed for each specification and shows no
misspecification. Anscombe residuals are used to compare the fit of the
model. In most cases these residuals do not pass the normality test im-
posed. There is a bias to Anscombe residuals having bigger positive val-
ues than negative ones. When comparing with fitted values, no other
systematic biases are visible. Moreover, the estimations are done by ex-
cluding the largest outliers, but this does not change the results to any
great extent.
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10 Conclusions

This study looks at the determinants of the time spent together by
spouses, using a Finnish Time Use Survey from 1999/2000. Previous
work by Hamermesh (2000, 2002) Jenkins and Osberg (2004) and Hall-
berg (2003) is extended to estimate the demand for leisure, housework
and the combination of both and by looking at the time-use both during
weekends and weekdays.

The data used are aggregated at different levels. As there has been evi-
dence that the level of aggregation affects the results, the implications of
the different levels of aggregation for the amount of joint time-use are
studied. The analysis shows that the estimates are sensitive to these as-
sumptions and the results can differ.

Using the most disaggregated classification in estimation the results
indicate that economic variables play a role in the determination of joint
time-use. The net wage rate has a negative effect on the share of joint
time, while non-labour income has no effect. As our results show that
higher wage rate and annual income also decrease the absolute time in
housework and leisure, the explanation cannot be that wealthier house-
holds have more overall time at their disposal so that the share of joint
time is lower. Our results show that both the absolute time-used in lei-
sure and housework and relative time spent together in these activities
are lower. A standard explanation would be that substitution effects are
stronger than income effects in the Finnish households.

In most cases the variables that are significant in explaining joint time-
use during weekends and weekdays have same signs. During weekends
spouses do more housework and spend more leisure and a greater pet-
centage of these activities are done together. Older cohorts spend more
time together than younger cohorts.

It has been maintained that housework and leisure are two distinct ac-
tivities that obey a different logic. Housework is done out of necessity
but leisure is enjoyed for itself. Therefore different variables should in-
fluence their composition and the amount of joint time-use in both. Ac-
cording to our results, it is the same variables that affect both of these
activities.

Huovinen and Piekkola (2002) and Piekkola (2003) note that Finnish
labour markets have quite inflexible working hours. Part-time employ-
ment possibilities are limited. Especially for older men, who have the
longest work weeks, the only possibility to increase leisure time is to go
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into part-time retirement or early retirement. Both studies also show that
one of the reasons for cutting back on employment is to have more lei-
sure time. With rigid Finnish labour markets, this can lead to the decision
to exit the labour force. Therefore our results could be interpreted to
indicate that there are limited possibilities for working spouses to in-
crease their joint time together. Thus our results do not measure the
aspirations of the spouses but the reality faced by them.

Hamermesh (2000) concludes his study by noting that the timing of
each spouse’s activities reflects “their relative power, the market price of
their time, their total resources and their desire for joint leisure.” Our
study shows that there are diminished possibilities within a household
for joint leisure when economic incentives are greater.
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Appendix 1 Fractional Logistic Estimation
Results for Combined Joint House-
work and Leisure

Weekdays Weekends
Net wage rate -0.034** -0.062%**
(0.013) (0.000)
Non labour income 0.001 0.000
(0.722) (0.845)
Spouse’s annual income -0.002*** -0.001*
(0.001) (0.062)
Age 35-44 0.204 0.702%+*
(0.322) (0.000)
Age 45-54 -0.013 0.838*+*
(0.965) (0.001)
Age 55-64 -0.007 1.049%**
(0.984) (0.001)
Secondary education 0.122 0.251**
(0.360) (0.022)
University education 0.601*** 0.931***
(0.000) (0.000)
Female -0.405** -0.672%%*
(0.024) (0.000)
Number of children -0.177**x* -0.192%%*
(0.005) (0.003)
Rural 0.099 -0.075
(0.475) (0.544)
Imputed market hours 0.002%* 0.001**
(0.014) (0.033)
Unusual day 0.239 -0.053
(0.170) (0.711)
Disabled 0.023 -0.200**
(0.829) (0.021)
Fall-observation 0.098 0.049
(0.486) 0.677)
Constant 0.986 2.84(p#k*
(0.224) (0.000)
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Observations

Log pseudo likelihood

McFadden R"2

Perigbon link test

Sfrancia test with

Anscombe residuals

760
-331

0.030

P>|z| 0.303

Z =5.73
Prob> z 0.000

p values in parentheses

* significant at 10%; ** significant at 5%; *** significant at 1%
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ESSAY 2.

Daily Variation in Time Use — A Count
Data Application

Abstract:

Human capital, in addition to having an impact on productivity in mar-
ket work, can influence people’s ability to enjoy non-work activities.
Gronau and Hamermesh (2001) argue in a recent paper that human capi-
tal increases the number of activities people can engage in during their
spare time. This paper studies the variability in time use of the Finnish
households with Finnish time-use data from 1999/2000. Our results
indicate that the number of activities increases with the educational level
of the individual. We test to ascertain whether this increase is caused by
the coding schema used in most time-use studies or whether it can be
explained by other factors, such as living environment. Our results indi-
cate that these features cannot refute the increase in the variety of people
with a higher educational level. The inclusion of secondary activities does
not change this conclusion either.

1 Introduction

Human capital is manifested in many ways. By increasing the produc-
tivity at market work, it enables a worker to command a higher wage
and thus to enjoy a better standard of living. But, in addition to mar-
ket work, the amount of human capital can affect other spheres of life
as well. For instance, the ability to use complicated technology helps
to program a VCR or to operate a microwave. The ability to speak a
foreign language, Italian for example, advances possibilities to do
business with that country, but also adds to one’s enjoyment of the
opera.
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Inevitably, human capital has many uses. But the way it affects our
daily lives has been studied far less than its impact on paid work. One
recent contribution to this overlooked field of study is the paper by Reu-
ben Gronau and Daniel Hamermesh (2001) on the number of activities
enjoyed by people in Australia, Israel, Netherlands, United States, Swe-
den and West Germany. They argue that an increase in human capital
increases the number of activities people do during their spare time. The
number of activities done has a price in terms of the time costs of the
lost wage and also of the set-up cost to switch from one activity to an-
other. They claim that these set-up costs are lower for people with higher
human capital. Also the ability to plan and coordinate is better for people
with a greater amount of human capital and this result in a greater
amount of activities done in a given time.

Gronau and Hamermesh take education as the proxy for the amount
of human capital. They find strong support for the view that people with
higher educational level engage in more activities than those with ele-
mentary education. From this observation, they infer that human capital
also has effects during the off-work hours.

In this article we investigate further the Gronau-Hamermesh argu-
ment by using Finnish Time-use Survey from year 1999/2000. Gronau
and Hamermesh (2001) conduct their study in the ordinary least squares
framework.' In recent times, the econometrics of count data has pro-
gressed rapidly and with the application of count data specific methods,
more varied testing, prediction and diagnostic routines can be used. We
therefore choose to conduct our study with negative binominal regres-
sion models in generalized linear models (GLM) framework.

We expand the study of the effect of variety in four areas:

First, the manner in which people record their activities in the time-
use diaries can affect the estimates of time-use variety. If people with
more years of schooling are linguistically better trained, then it is possi-
ble that an individual with basic education would describe their time
use in a more aggregated way than someone with a higher educational
level. The more finely-detailed the description, the more variety is re-
corded. We look at this possible problem by examining the quantity of
unspecified activities recorded by people with varying educational
backgrounds.

1 Although the number of activities is in fact a count variable, this number of activi-
ties is quite large and therefore the resulting distribution is close to the normal dis-
tribution. This makes it possible to use an OLS-framework in estimations.
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Second, Gronau and Hammermesh (2001) do not examine how the
supply of activities can affect their results. One would assume that peo-
ple with higher education tend to live in cities, which offer far greater
variety of time use than the countryside. Thus the increase in variety
could be partially explained by the choice of living environment of peo-
ple with different educational backgrounds. We study whether the area
of residence affects the variety.

Third, the empirical part of Gronau and Hamermesh’s (2001) study
lacks income variables in many cases. Of the countries covered, hourly
wage information exists only for the Swedish sample. As we have de-
tailed information on net wage rates, we are able to determine whether
the hourly wage rate has an impact on the variety.

Fourth, there is some evidence that people with a higher educational
level also tend to do more things simultaneously.” This multitasking
makes it possible to do more activities at a given time. Therefore it is
interesting to examine whether this has an effect on the variety. Gronau
and Hammermesh (2001) had information on secondary activities for
Australia, West Germany and Sweden. However, the recording of sec-
ondary activities in these datasets has been haphazard. As 95 percent of
the respondents in Finland have also recorded secondary activities, it is
possible to look at multitasking more accurately. We test to see how our
results change when secondary activities are included.

2 Previous Empirical Literature

In economics, only a few studies exist on the structure of peoples’ daily
activities. Until recently it was customary to aggregate all non-work ac-
tivities under the term “leisure” and to study only the choice between the
amount of market work and leisure during a day.” The advent of house-
hold production literature has introduced the distinction of daily time
use into market work, housework and leisure." Recently there has been
an increase in data availability in the form of time-use surveys, making it

2 See for example essay 4 in this thesis.

3 For recent survey on labour supply literature see Blundell and Macurdy (1999).

*  For household production theory see Becker (1991), Gronau (1977) and Gronau
(1986). For an early study with a number of different time use categories, see
Kooreman and Kapteyn (1987).
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possible to study the patterns, amounts and variability of people’s daily
activities in a very detailed manner. Naturally the economics perspective
guides the choice between different activities and the impact of eco-
nomic variables on these choices.

Human capital has been under intense research since its introduction
into economics by Becker in the early 1960’s. The interest has focused
mainly on the effect of human capital on market work and the effects
of schooling in increasing the amount of and the reward for human
capital. Less research has been done on the effect of human capital on
non-work time in addition to the time used in studying.” Therefore, the
recent contribution by Gronau and Hamermesh (2001), where human
capital is also said to affect non-work activities, is interesting as it offers
a new explanation on the variability in a number of different activities
found in data.

Gronau and Hamermesh conduct their study in the household produc-
tion theory framework. According to these researchers, the activities pro-
duced by the household production process have a price in terms of the
time it takes to earn the money to purchase the market goods used for the
activity and the time it takes to perform the activity. They also argue that
the investment in human capital leads to differences in these extended
prices as well as to an increase in the variety of activities chosen.’

In their analysis Gronau and Hamermesh use time-use data from six
different countries,” choosing households with members aged between
18 and 69 years olds and dividing the sample to three educational catego-
ries: low, middle and high. They use an untypical division of time use
into two categories. The first is work which includes not only market
work but also laborious types of housework. The rest of the time-use
categories are included in non-work activities, covering leisure, child care
and personal care activities. They concentrate their study on the number
of non-work activities.

Gronau and Hamermesh run a regression to explain the number of
non-work activities with schooling, age, number of children, and the day
of the week. According to their result, schooling has a positive effect on

5 See Fahr (2004).

Traditional consumer theory postulates that an increase in income diminishes mar-
ginal utility which results in an expansion of the spectrum of goods consumed. An-
other factor that has an impact is the setup costs. A good is consumed only if the

consumer surplus is greater than the setup costs.
7 They are Australia 1992, Israel 1991-2, Netherlands 1990, Sweden 1993-4, United
States 1985 and WestGermany 1991-2.
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the number of non-work activities in all the other countries in the dataset
except Sweden. Fach extra year of schooling increases the variety by
about 2 percent. The number of children in the household increases the
number of activities done by spouses.

Few countries have detailed information on income and earnings, and
only Sweden has information on wage rates. Gronau and Hammermesh
(2001) utilize the income or wage information that is available for some
of the countries, using it in their regressions. Inclusion of this informa-
tion does not change the impact of education on variety, and there are
positive, but not very large, cross-wage effects in most countries.

The increased amount of variety of activity by the more educated is an in-
teresting fact because in all datasets there is a positive relationship between
schooling and the time used in market work. The more educated have less
time to spend in non-market activities and have thus less time to create vari-
ety. Nevertheless, they still engage in a greater number of activities.

Gronau and Hamermesh also test to determine whether the less edu-
cated engage more frequently in routine activities. To account for this,
they construct a variable denoting an activity performed in both report-
ing days as routine, and those activities that were reported only in one of
the reporting days, as non-routine. They observe that the impact of
schooling on variety works by producing variety in non-routine activities.
Also the number of long lasting activities falls and the number of short-
term activities rises, except in Sweden. They also find evidence that the
less educated spend their time in more time-intensive activities.

Overall, there is evidence across the different countries that education
increases the number of activities people engage in despite the fact that
the more educated people have less non-work time.

3 Model

The model used to study the number of chosen activities comes from
Gronau and Hamermesh (2001) and is based on beckerian household
production model.” The object of interest in this case is examining what
determines the selection of chosen activities.

8 See for example Becker (1991).
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We have a household production function that combines time and
goods to produce so called ‘basic’ commodities or activities in this con-
text. The household utility function U:

U=U(Z,2,,..7,)

has arguments Z, which stand for the outputs from the household
production function:

Z,=f(X,,T)

where T is the time input and X is the goods input. The maximiza-
tion of utility is subject to two constraints, a time constraint:

ST =T
i=1

where T is the total time available, and income constraint:
I=wL+V

where » stands for wage, L. stands for market work hours and 17 is
the non-labour income. The maximization leads to the selection of
those activities that fullfill the condition:

H_,
7[[

where u, =0U/0Z. is the marginal utility of activity 7, and A is the

marginal utility of effective time
T+L+(V/w)

and 7, is the marginal time cost of producing activity i. This cost con-
sists of the market work time needed to earn the goods used in pro-
duction time, their relative cost p; / w, and the housework time to
produce the activity, where p; is the price of the good 7:

p; \0X; | 0T,
o= | =+ —
' w)oZ, OZ,

It should be noted that in this shadow price equation, both market
work time and housework time are derived with respect to the house-
hold production function. The activities chosen are those where the res-
ervation price n, = #(0)/A is higher than the marginal time cost:

* .
w,>n, /=1,..m.
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Gronau and Hamermesh (2001) contrast this model to the traditional
explanation of the number of activities, where the variety is explained by
the dispersion of preferences and incomes. In the household production
model the diversity is caused also by differences in time costs.

Gronau and Hamermesh argue that the different investments in hu-
man capital directly affect the cost of undertaking these activities. Ac-
cording to them, education can enhance a person’s ability to plan, coor-
dinate and streamline tasks and this should also become apparent in
household production. Also setup costs play a big part in the switch be-
tween activities and the more educated people are better able to reduce
the setup costs. This means that the higher the amount of human capital,

the lower the time costs 07, / 0Z; will be.

The economic variables in Gronau and Hamermesh’s model are the
wage rate and non-labour income. The higher the wage rate, the more
costly time is and thus more activities are pursued in a given time. Inter-
estingly in their model, an increase in non-labour income " increases the
effective-time constraint and has the traditional income effect on variety.
This is in contrast to the standard household production theory, as ad-
vanced for example by Gronau (1977), where non-labour income does
not have an effect.

4 Sample

The dataset used in this study is the Finnish Time-use Sutvey 1999/2000
by Statistics Finland. The data were collected between 1 March 1999 and
29 April 2000. Collection followed the Eurostat guidelines for harmo-
nized European Time-use Surveys.

5224 individuals answered both the interview and kept the time-use
diary for two days. From this sample, we selected those households
where spouses were either married or living in consensual union. This
left 3402 persons. Households where adults were between 18 to 65 years
of age were selected.” At least one adult member of the household had to
be employed. The other adult was allowed to be either employed, unem-

9 From these households, records for over 15-year old respondents and other household
member living in the household were deleted. If spouses disagreed on the number of
children in their household, these records were also deleted. This left 3026 persons.
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ployed or taking care of the household. Some technical deletions were also
made."’ The final sample included 1568 persons living in 784 households.

Table 1 gives the descriptive statistics for the sample used in this study.
The average age for males in this sample is 43 years and for females 41
years. The households have, on average, only one child. The imputed
hourly net wage rate, calculated with Heckman’s method, is 9.5 euros for
males and 8.1 euros for females. The males have on average annual non-
labour income of 1 183 euros and females 869 euros per year. In the sam-
ple 96 percent of males and 83 percent of females are employed. 3.4 per-
cent of the males and 7 percent of the females are unemployed. Only half
a percent of males are at home versus 9.7 percent of the women.

Table 1 Descriptive Statistic for the Sample

Male Female
Net hourly wage rate (euro) 9.5 8.1
Non labour income (euro) 1183 869
Age 43 41
Number of children 1 1
Basic education 24.5% 20.0 %
Secondary education 41.6 % 40.6 %
University level education 33.9 % 39.4 %
% employed 96.2 % 83.3 %
% unemployed 3.4 % 7.0 %
% homekeepers 0.4 % 9.7 %

n=784 n=784

The educational categories used for educational levels are based on
Unesco’s International Standard Classification of Education (ISCED)
from the year 1997. Elementary education is the lowest category, and

10" We excluded those households which had (i) missing diaries, (i) two adults of same
sex, (i) had married spouses who were living separately, or (iv) reported to be
working full-time but did not have fixed working schedule. Also some households
were excluded because of missing income variables, or where houtly wage-rates or
yeatly incomes clearly resulted in outliers or where members had negative work-
experience.
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upper secondary education corresponds to a middle category. The high-
est category, university level education, also includes vocational univer-
sity degrees. As can be seen, the percentage division for men follows a
ratio of 25-40-35 from lowest to highest and for women 20-40-40.
Women have more university level education than men, whereas the
share of secondary education is the same for both genders.

5 Variety in Time Use in Finnish House-
holds

An example of how to measure variety and routine during two diary
dates is presented in table 2. When we look at the occurrence of different
categories of activities during a day, we note that seven unique activities
have been done during a weekday and nine during the weekend day.
Routine can be calculated by looking at how many times the same activ-
ity has been repeated during these two recording days. In this example,
there are four routine activities: sleeping, having breakfast, viewing TV
and dinner (shown in italics).

Table 2 Variety and Routine in Time-use Data
Weekday Weekend day
8:00 Sleeping Sleeping
9:00 Breakfast Sleeping
10:00 Bus Breakfast
11:00 Work Lovemaking
12:00 Work Shopping
13:00 Work Movies
14:00 Bus Sports
15:00 Snack Sports
16:00 TV Reading
17:00 TV TV
18:00 Dinner Dinner
19:00 TV Sleeping
Variety =7 Variety =9
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We start by presenting some stylised facts about the general time use
in our sample of 18-65 year old Finnish couples. Table 3 presents the
allocation of time to different activities by the level of education. As can
be seen, during a weekday men with secondary education do the most
work while women with the same educational level do the least. How-
ever during a weekend, in the case of men, the time devoted to market
work decreases with education. This can be attributed to a fact that
workers with low education tend to be employed in jobs with shiftwork,
or in the service sector. Interestingly this effect is not present in the case
of women during a weekend. The extra work time is mainly taken from
leisure.

Table 3 Average Allocation of Time (in minutes) and the Level of
Education

Weekday Male Female

Basic Secondary University Basic Secondary University

Market work 414 456 449 322 295 327
Housework 127 127 132 246 261 250
Studying 2 2 5 3 3 1
Personal 488 491 489 522 527 522
care

Leisure 399 360 360 344 351 337
Weekend Male Female

Basic Secondary University Basic Secondary University

Market work 131 103 53 53 52 62
Housework 161 176 209 275 290 288
Studying 1 1 2 0 5 4
Personal 580 582 580 598 590 581
care

Leisure 557 572 592 507 504 500

Personal care seems to be invariant to the level of education. Biddle
and Hamermesh (1990) argue in their article on sleep that the more edu-
cated sector of the population, who usually have higher earnings, try to
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cut back on sleep. Women make up the only group where, with educa-
tion, the amount of sleep decreases during a weekend. Interestingly, men
with the highest education have the highest amount of housework both
during a weekday and during a weekend. With women there is no clear
trend in the amount of housework.

Overall, there seems to be little variation between the different aggre-
gate time-use categories as identified by the educational level in Finnish
households. This is especially the case with the time allocation of
women. The lack of variation at the aggregate level indicates that ap-
proximately the same time is used in aggregate to leisure, housework and
market work. This naturally hides the variation within the categories."'

The aggregate number of activities includes tasks related to market
work, where hours of work and the type of activities are determined
largely by the market place and not by the individual. Also many of the
household tasks are manual and repetitive in the sense that a person does
not have much choice as to whether or not to do them. These include,
for example, cleaning and cooking. As we are mostly interested in the
activities which an individual can freely choose to do, a measure that
excludes the compulsory/necessary activities should be constructed.

Table 4 Distinguishing activities between work and non-work
categories as per Gronau-Hamermesh
Work Non-work
Market work Child and family care
Cleaning Personal care
Cooking Leisure activities
Shopping

Here, we follow Gronau and Hamermesh in dividing the total time
use between work and non-work activities (table 4). This means that a
part of the housework is categorized as work in the expanded sense and
part of the housework as non-work. According to the Gronau-Hamermesh
definition, work includes market work, cleaning and cooking and shop-

11" There might be cultural variations in time use. In Gronau and Hamermesh (2001)
data Swedish time use had the most equal division of time between spouses and
educational categories.
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ping, while non-work covers child and family care, personal care and
leisure activities. Studying, sleeping and personal hygiene are excluded
from the analysis. The variable they investigate is the number of different
non-work activities an individual has engaged in during a day. "

With this schema on hand, we turn to the amount of different activi-
ties. The averages are shown in the table 5. During a weekday, out of 185
possible activities, the average Finnish male does approximately 15 dif-
ferent activities and the average woman 18. The first interesting thing to
note is that if we look at the total number of activities, there is virtually
no difference between weekdays and weekends when the examination is
restricted just to men or just to women. However, women and men do,
on average, one leisure activity more during a weekend than during a
weekday. Second, if we look at the total number of activities, females
engage in more activities than males; women do approximately 20 per-
cent more activities than males. The difference is around 10 percent if
we consider leisure activities only.

Table 5 Average Number of Total Activities and Pure Leisure
Activities
All Activities Non-work Activities
Male Female Male Female
Number of activities 14.7 17.9 9.4 10.3
(weekday)
Number of activities 14.7 17.6 10.6 11.3
(weekend)

It is not surprising that the average number of activities represents
only about 10 percent of the possible 185 activities given/listed on the
classification system. A characteristic feature in all conducted time-use
studies is the limited number of activities in which a person participates
versus the number of activities available across the countries. In the Fin-

12° One difficult area in categorizing is activities related to travel. Is travel work or non-
work? It might also be argued that travel should be incorporated in the activity that
it is part of. In this paper, as in Gronau and Hamermesh’s paper, travel is a separate
activity. Therefore, an increase in travel related activities (due to living in subutbs,
having access to car etc.) might be one reason for an increase in the number of dif-
ferent activities by the more educated.
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nish data, the maximum number of activities done by an individual dur-
ing a single day is 32 out of a possible 185. The theoretical maximum
number of different activities in the Finnish data is 144, which corre-
sponds to the total of the different 10-minute periods during a day. Gro-
nau and Hamermesh (2001) note that in the datasets they use the coding
of different activities ranges between 40 and 202, but in none of the
datasets does a single person have more than 32 activities.

As can be seen from table 6, the total number of activities a person
engages in increases with education. In the case of females, the increase
in non-work activities alone accounts for this increase. With education
there is increase in non-work activities for males, but also slightly in
work activities. The overall increase in the total number of activities,
when moving from basic level of schooling to academic schooling, is 13
percent for males and 8 percent for females. If we consider non-work
activities only, we see that the increase is quite high (13-14 percent) in
the move from basic education to university level education.

Table 6 Number of Activities by Educational Level

Non-work Work Total

Male Female Male Female Male Female

Basic 94 9.8 46 6.9 14.0 16.7
Secondary 9.7 10.9 4.6 71 14.3 18.0
University 10.7 11.1 5.1 6.8 158 18.0
%-change from +14% +13% +10% +-0% +13% +8%

lowest to highest

It should be noted that the intervals at which time is measured can af-
fect the number of activities recorded. As the measuring interval in-
creases, all the shorter-term activities may not get recorded, which would
bias the number of activities to include only those of longer duration. If
more educated people are better able to participate in short duration
activities, because of lower set-up costs, spreading out the data collection
period would underestimate the number of activities of the educated.

One explanation for the increased number of activities recorded by
people with more education might be that they are better equipped to
provide more specific time-use categories in a time-use diary than
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those with basic education. The European Harmonised Time-use
Study Guidelines include instructions about how to code different
time-use entries recording in the completed time-use diaries. If time
use is reported in a very general way, it is documented in the ‘unspeci-
fied’” category. Detailed entries, however, are recorded in an appropri-
ate category.

An example in table 7 illustrates this problem. In the category for ‘Eat-
ing’, there are five sub-categories: ‘unspecified eating’, ‘meals’, ‘snacks
and drinks’, ‘alcohol’, and ’other specified eating’. If the diary entry sim-
ply states: ‘I ate’, this is listed in the ‘unspecified eating’ category, because
it is impossible to know what kind of eating was done. However, an en-
try ‘Had foie gras with a bit of champagne’ will be tallied in snacks and
drinks.

Table 7 Example of Coding Categories Used in Finnish Time-use

Survey

02 Eating

020 Unspecified eating

021 Meals

022 Snacks and drinks

023 Alcohol

029 Other specified eating

If time use is described in a very general terms by people with elemen-
tary education, while it is described in a very detailed matter by those
with higher education, then this will result in more variety being pre-
scribed to the better education. The result will, thus, be a characteristic
of the coding schema and need not have anything to do with actual vari-
ety of time use.”

13 One explanation for an increase in the variety of activities can be haste. If people
are constrained in their time use, they might do activities in shorter periods of time.
This would increase the number of activities for people who are in a hurry. If peo-
ple with higher education are in more of a hurry, they would do more activities than
those not pressed for time. However there is the problem of causality. Does the in-
crease in the number of activities cause time-pressure or does time-pressure induce
people to do more? See Essay 4 in this thesis.
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We look at the average amount of unspecified time use identified ac-
cording to different genders and by different educational levels (table 8).
The unspecified categories are collected from each second digit aggregate
category, including, for example, entries like unspecified eating, unspeci-
fied household upkeep and unspecified social life. We note that there is
no clear trend between the different educational levels with regard to the
length of unspecified time observed in the diaries. A notable increase is
obvious for academic men, who have the highest amount of unspecified
time use. In women, the amount of unspecified time use peaks for those
with secondary education.

Table 8 Average Amount of Unspecified Time Use (in minutes) by
Educational Categories
Men Women
Basic 125 125
Secondary 112 131
University 195 109

Variety can also manifest itself in the number of routine versus non-
routine activities. Gronau and Hamermesh (2001) argue that if educa-
tion increases the time-cost of the activities, then people with lower
education should engage in more time-intensive activities, like sleep,
rest and TV watching. As people with higher education engage in a
greater number of activities, this should also increase the number of
different activities done on a daily basis. This should increase a number
of non-routine activities.'*

In the Finnish data, the amount of non-routine activities can be
measured by comparing the composition of activities between the two
diary days recorded by each respondent. If the activity is done on both
days, then we classify it as routine, whereas if it is conducted only dur-
ing one of the diary dates, we classify it as non-routine. The breakdown
is done only for non-work activities, because the other diary date is a
weekend observation.

14 For an extensive treatment, see Hamermesh (2004).
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Table 9 Routine versus Non-Routine in Non-Work Activities by
Educational Level

Male Female

Routine Non-Routine Routine Non-Routine

Basic 3 3.8 3.1 4
Secondary 3 4.1 3.4 4.4
University 3.2 4.7 3.4 4.8
%-change from +7 % +24 % +10 % +20 %

lowest to highest

Table 9 presents the results. Both the number of routine and non-
routine activities increases with education, and the effect is large, par-
ticularly when looking at the percentage. Looking just at the non-
routine activities, going from elementary education to university level
education, there is a 25 percent increase for men and 20 percent for
women. Thus it seems that education has its biggest impact in these
non-routine activities.

One explanation for the increase in non-routine activities by the more
educated might be the location where they live. In Finland people with
higher educational level tend to live in the urban areas rather than the
rural areas. In urban areas more activities, especially non-routine, are
available. The increase in variety is determined by supply and people with
higher education are able to enjoy more variety.

Table 10 Variety and Residence

Non-Work Total
Male Female Male Female
Urban 10 11 15 18
Semi-urban 10 11 15 18
Countryside 10 11 14 18
%-change 0 0 -5 0
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Table 10 presents the number of activities people do in different living
environments. The effect between rural and urban is non-existent for
females and there is a 5 percent drop in the total variety of men between
the countryside and other areas. It is quite clear that the effects of supply
have only a moderate impact on variety.

The number of activities a person engages in depends on the type of
his/her household. As Hill and Juster (1985) note, there can be a division
of labour between certain necessary and basic household chores in a
multi-person household. This either leaves room for an increased num-
ber of other non-routine activities or more time for a given routine. Sin-
gle person households do not have such freedom, as the individual
him/herself must take care of the basic household chores.

It is possible in the time-use diary to record a secondary activity that is
done alongside with the primary activity. A typical situation of multiple
activities would be, for example, cooking a meal while watching the chil-
dren. Usually in studies analyzing time-use data, only primary activities
are considered. Gronau and Hamermesh are an exception as they also
examine how secondary activities affect the estimates of the wvariety,
when this possibility is available in the data. They note that including
secondary activities does not change their results to a great extent.

In the Finnish time-use survey, 95 percent of the interviewees recorded
some secondary activities. If compared with other time-use surveys, this is
a high figure.”” The impact of secondary activities can either dampen or
increase the occurrence of variety between people with different educa-
tional levels. As there is some evidence to support the assumption that
more educated people do more activities simultaneously'’, this could mean
that even a greater amount of variety done by the more educated.

In order to study the effects of secondary activities, we combine sec-
ondary time-use information with primary time-use information by add-
ing together both time-use elements into a given category. This enables
us to circumvent the problem of duplicate identification of the same
activities which occur in either the primary category or secondary cate-
gory. For example, if child-minding is recorded as secondary activity in
the morning and as primary activity in the evening, this is recorded as
one activity only (child-minding) in our combined figure.

15 In the Australian Time Use Survey from 1992, a secondary activity is reported only
in 5 percent of the time use analysis. In the Swedish HUS data from years 1993-94,
a secondary activity is reported in less than third of the time-periods during the day.
16 For example see Essay 4 in this thesis.
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Table 11 Impact of Secondary Activities on Total Variety
Male Female
Primary = Primary + % Primary Primary + %
activity = secondary Increase | activity secondary increase
combined combined
Basic 14.0 16.7 +20% 16.7 19.9 +19%
Secondary | 14.3 174 +22% 18.0 21.5 +20%
University | 15.8 19.0 +20% 18.0 21.6 +20%

Looking at the combined figures, we see that secondary activities in-
crease variety, and that the increase is distributed evenly across the edu-
cational categories (table 11). The incorporation of secondary activities
increases variety by 20 percent for both sexes in all educational catego-
ries.

Although the increase in variety occurs all across the sample, the
amount of the increase of the educational categories stays mostly the same
regardless of either secondary activities are included or not. This can be
seen in table 12, which shows an almost exactly same percentage change in
variety as in the results when only primary activities are studied.

Table 12 Variety in Combined Primary and Secondary Activities by
Educational Level

Non-work Work Total

Male Female Male Female Male Female

Basic 11.8 12.6 5.0 7.2 16.7 19.9
Secondary 12.5 14.1 5.0 7.4 174  21.5
University 13.5 14.4 5.5 7.3 19.0 21.6

%-change from +14% +14%  +10% 0% +14% +9%
lowest to highest

Another area within time use that has a similar response to human
capital is multitasking, i.e. many activities are done at the same time. Mul-
titasking also requires coordination and switching between activities, and
it can thus be used to investigate the effect of education on time use. In
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order to see whether Gronau and Hamermesh’s hypothesis is supported
by multitasking, we combine housework and leisure and examine at the
amount of time used in multitasking by educational categories. The re-
sults are presented in table 13.

Table 13 Effect of Education on Multitasking in Minutes and in Per-

centages
Minutes % of available time
Male Female Male Female
Basic 137 180 22 % 26 %
Secondary 160 220 26 % 31 %
Academic 195 237 30 % 35 %

We see that both males and females with an academic degree spend
approximately an hour more per day in multiple activities than people
with elementary education. The increase in percentages is even more
pronounced, because people with higher education have less time for
housework and leisure. Moving from elementary education to academic
education, the incidence of multitasking increases from 22 to 30 percent
in the case of men. In the case of women this increase is from 26 percent
to 35 percent. This seems to imply that more educated people do more
activities simultaneously.

6 Econometric Methods

The number of activities people engage in during a given time period is
an integer count variable, which gives rise to a non-normal distribution,
especially if the number of counts is not large. There is a large and in-
creasing literature on the use of count data models in econometrics.'” In

17 See for example Wooldridge (2002) chapter 19 and Greene (2003) chapter 21.9. For
a definite treatment see Cameron and Trivedi (1998).
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count data a dependent variable y; can have only nonnegative integer
values. Usually the application of count data models begins by examining
whether the data satisfy the assumptions of the Poisson distribution. The
probability function of Poisson distribution for y-variable is:

4 7 ¥
Pr(yi):ey%!f , for i=0,1,2,..n

where /; is the rate or exposure parameter defining the shape of the
distribution. It is usually formulated as loglinear model In A4, =x,'p. A
major problem with the Poisson regression models is that the as-

sumption has to be made on the conditional variance equalling the
conditional mean:

var(y|x) = E(y|x)

As Wooldridge notes (2003, 640) this assumption has been rejected in
numerous cases and is violated for fairly simple departures from the
model. The variance is usually more than the mean, in which case there
is a problem of overdispersion. In order to decide what model to use, a
test of overdispersion must be carried out.

Cameron and Trivedi (1990), in their paper on testing for overdisper-
sion in Poisson models, propose a regression based test, which is
straightforward to implement. A statistic g; is calculated by using a fitted

values ¥, from the Poisson estimation:

A )2
o _Wi=3) -y

’ 2

Then g, is regressed on a constant. The test of overdispersion will be
the test of following hypothesis:

H,:V(y)=E()
H,:V(y)=E(y)+ag(E(»))

The goodness of fit is tested by using the following test based on de-
viances of Poisson estimation. The Poisson log likelihood is given by:

InL(B)= Z {—e"'ﬁ +(x,B)y, ~In(y, !)}
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The Poisson log likelihood attains its maximum (and the function its
minimum) at the point.

n

L, =>{-y{In(y)-1}-n(y"}

i=1

Then the goodness of fit can be tested by chi-statistic.

;(2 :—2{L(ﬂ)—Lmax}~x2

If either of these tests is rejected, then a negative binominal model
should be used instead of Poisson model.

In negative binominal model the heterogeneity found in the data is
taken into account. The generalization is achieved by introducing into a
Poisson model an unobserved individual effect g into the conditional
mean:

Ing =x'"p+e& =InA +Inu,

where the disturbance ¢; can result from specification error or cross-
sectional heterogeneity. Then the distribution of y; that is conditioned on
x; and # remains Poisson with conditional mean and variance .

e—ﬂiu, (lul ))’f

1

f(yi|xi’ui): v

The unconditional distribution f(y, | x;) is expected value over #,

(A, )"
f(yi |xi): f%g(“i)dui

it

The density of # is usually taken to be gamma distributed. This will
result after some manipulation in an estimable negative binominal den-

sity that has mean A; and conditional variance 4, (l +(1/0) 4, ) , where 0 is
an inverse of a variance of a gamma distribution where E(#) is set to unity.
There is various ways in which this kind of model can be estimated.

The most popular is using likelihood based methods. The other alterna-
tives are generalized linear (GLM) or moment-based methods.

However, as Cameron and Trivedi (1998) note, the use of maximum
likelihood requires a complete specification of the distribution. The result-
ing interference is based on the assumption of correct specification. By



128

using a less parametric analysis makes it possible to relax this stringent
condition. Cameron and Trivedi (1998) note that consistency of maximum
likelthood estimation can be maintained for some specific densities even if
the model is partially misspecified. One such class of densities arises from
generalized linear models, developed by Nelder and Wedderburn (1972).
In this framework a pseudo maximum likelihood is used, where some of
the moments in the distribution are permitted to be incorrectly specified.

Therefore in this paper a method of generalized liner models is used
to derive our results.

When GLM framework is used to estimate a model, then a linear pre-
dictor is mapped through a so called link function to model the mean of
a dependent variable that has a distribution belonging to exponential
family of probability distributions.”” In negative binominal case the link
function is logarithmic and distribution family is exponential representa-
tion of negative binominal distribution. This corresponds to Cameron
and Trivedi’s (1998) negative binominal model II.

Furthermore, as the amount of activities in our dataset is always more
than zero, there is no need to use Tobit-model, which is often used with
time-use data. However, as there are no zero counts in our data, it might
instead be necessary to use zero truncated Poisson model in our estima-
tion. If our average number of activities were close to zero, this would be
appropriate. However, our average count is very large and the resulting
Poisson distribution resembles normal distribution.”

7 Specifications Used

We use the following empirical specification for our estimation of the
number of activities:

18 There is other, computational aspects, that also make generalized linear models
desirable. See Cameron and Trivedi (1998, 35-36)

19 See Hardin and Hilbe (2001).

20 Even theoretically the probability of predicting zero counts is very low. It is also
possible/feasible, as Hardin and Hilbe (2001, 131) note that estimates and standard
errors do not greatly differ between standard Poisson and zero truncated Poisson
models. When we estimate the total number of activities by the zero truncated Pois-
son method, the coefficients and standard errors are identical with the standard
model to the fifth digit. Therefore we resort back to standard count models.
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E(y|x,z,m) = exp(xa+z|3+mx+g)

where y is either the number of leisure activities or the total number
of activities, x stands for a vector of economic variables, z stands for
a vector of educational variables and m stands for a vector of demo-
graphic dummy variables. The ¢ is the error term. The vectors of
coefficients a, B, ¥ will be determined by estimation.

The economic variables used in our estimation are the net hourly wage
rate of the person and his/her non-labour income. As the net houtly
wage rate is the price of time, we assume that the higher the wage rate,
the more variety people will try to get into their time use. The non-
labour income has a normal income effect on the variety, so the effect
should be positive.

The most important variable with regard to this study are educational
levels, which are the proxies for human capital. As in our estimation the
basic level is the base case, there are two dummies for educational at-
tainment. We expect that the increase in educational level will increase
the variety in time use.

We employ a number of dummy variables to take into account the
structure of the time-use data, and also introduce four control variables
for seasonal variation. Also as each person has two diary dates, a week-
day and a weekend day, we have dummy for a weekend. *

There is also a set of demographic variables, which are dummy vari-
ables for age cohorts, the number of children in the family, for being
disabled and for being unemployed or taking care of the household. Also
dummies for living in a semi-rural area or countryside are used to control
for the supply of activities.

We correct for clustering in case of households and weight the sample.
As Wooldridge (2003, 133) notes, the data at hand have a very simple
structure: a large population of relatively small clusters. In this study the
effect of clustering is corrected by calculating modified sandwich estima-
tors for variance. The weights used in the estimation are population
weights composed by Statistics Finland.

There are a number of ways in which the goodness of fit of count data
model can be measured. One of these is McFadden’s (1974) likelihood
ratio index, which has following form:

2l Due to the different recording days among the datasets, Gronau and Hamermesh
use dummies for each day of the week.
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L

2 _ full
RMcFadden =1-
only.cons

Where I, denotes the log-likelihood of the full model and I, de-
notes the log-likelihood of the equation where only a constant is in-
cluded in the estimation. The interpretation is the same as with ordinary
R’ the bigger the number the more of the variance is explained by the
function.

There are also many different residual measures that can be used in
post-estimation analysis in the case of count data models. One of the
most popular is Anscombe residuals, which have been defined for differ-
ent distributional families.?Anscombe residuals should have a normal
probability density and the plot of Anscombe residuals versus fitted val-
ues should not show any systematic differences. We also investigate the
fit of the model with deviance residuals.

For count data models, Pregibon (1980) proposes a link test for as-
sessing the potential misspecification in functional specifications,
whereby fitted values of the estimation are squared and the function is
re-estimated with the squared residuals. If there is no misspecification
then squared residuals have no explanatory power.”

8 Results

Whether the number of activities follows a Poisson process can be
investigated by comparing the dispersion of the numbers from the
data with those generated by the Poisson process. This is done in fig-
ures 1 and 2. When the total number of activities is used, then there
seems to be slight overdispersion in the counts from data vis-a-vis
those produced by true Poisson process. When only leisure activities
are considered, then the data seem to be characterised by underdis-
persion.”

22 See Table A.9 in Hardin and Hilbe (2001, p.229).

23 Another—and more popular—possibility is to use RESET-test. However, the test
available cannot take survey structures into account and therefore is not used.

24 We also estimate the same specifications by ordinary least squares; the results do
not change to a great extent.
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The determinants of variety in total time use and in leisure time use
are first estimated with Poisson specification. Then the tests of overdis-
persion and the goodness-of-fit are conducted. In all cases, the assump-
tion of Poisson process is rejected. These results are given in Table 14.
Therefore the negative binominal model is used to estimate the models.
Total leisure activities are used first as dependent variables, after which
work-related activities are used in the estimation.

Table 14 Overdispersion and Goodness of Fit tests for Poisson
Models
Cameron & Trivedi Deviance based
overdispersion test goodness of fit
t-value P>|t| |chi2(22,3114) P>chi2
Non-Work Male 16.07 0.000 530716 0.000

Female 24.95 0.000 445598 0.000
Total variety Male 3.41 0.001 728147 0.000

Female -3.03 0.003 548802 0.000

The diagnostics of our estimations using negative binominal models
are encouraging as shown in the Table 15. The normality of Anscombe
residuals could not be rejected. Also Pregibon’s link test shows no evi-
dence of misspecification. The estimations have a low explanatory
powet, as is usually the case. For total number of activities, the McFad-
den likelihood ratio index is only around 1.5 percent.

Our results for variety in non-work activities are presented in Table
15. They show that educational variables are significant in explaining
the amount of different activities a person engages in. This corrobo-
rates the first part of the Gronau and Hamermesh hypothesis (2001) of
the possible role of human capital in increasing the ability to pursue
many activities.
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Table 15 Estimation Results for Variety in Non-Work Activities by

Gender
Male Female
Net wage rate 0.002 0.001
(0.452) (0.565)
Non-labour income 0.000 -0.001
(0.693) (0.138)
Age 35-44 -0.064 -0.076**
(0.165) (0.048)
Age 45-54 -0.028 -0.043
(0.650) (0.389)
Age 55-64 -0.067 -0.080
(0.344) (0.177)
Secondary education 0.054* 0.118%%*
(0.060) (0.000)
University education 0.079* 0.127%%*
(0.100) (0.001)
Number of children 0.022** 0.059#**
(0.022) (0.000)
Semi-rural -0.024 -0.014
(0.356) (0.553)
Countryside -0.051* -0.026
(0.068) (0.299)
Unemployed 0.117%* 0.055
(0.011) (0.141)
Homekeeper 0.450%** 0.073%k
(0.000) (0.005)
Disabled 0.051** 0.065%**
(0.019) (0.001)
Weekend 0.111*% 0.092%*
(0.000) (0.000)
Winter -0.007 0.009
(0.802) (0.721)
Summer 0.040 0.032
(0.192) (0.212)
Fall -0.046* -0.012
(0.079) (0.593)
Constant 2.063%** 2.108%+*
(0.000) (0.000)
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Observations 1568 1568

Log pseudo likelihood -2 033 226 -1501 234
Deviance/df 32.9 25.6
McFadden R"2 0.013 0.018
Pregibon’s link test P>|z]| 0.910 P>|z| 0.575
Sfrancia test with z = 0.524 z = -0.240
Anscombe residuals Prob> z 0.300 Prob> z 0.595

Robust p values in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%

However, in the case of non-work activities, there is no evidence to
support the second part of Gronau and Hamermesh’s hypothesis that
the cost of time makes people try to economize on time-intensive
activities. Our results indicate that the net hourly wage rate and non-
labour income do not have an effect on the number of non-work ac-
tivities people engage in. Our estimations indicate that the second
part of the Gronau and Hamermesh hypothesis is not supported in
the case of Finland.” As we will shortly see, this is not the case when
total activities, or primary and secondary activities combined, are con-
sidered.

With non-work activities, the only significant cohort dummy is for 35-
45 years old females. The effect on the number of activities is negative.
We test the combined significance of all age dummies and find that they
do not explain variety.

The presence of children in the family is expected to have a signifi-
cant positive effect on the number of activities and this is indeed the
case.

%5 Gronau and Hamermesh obtain weak support from some countries on the role of
economic variables, but the effects are negligible.
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Weekend increases the number of non-work activities. As is seen in
the table 5, the total number of activities changes very little between a
weekday and a weekend. As expected, during weekend the number of
non-work activities increases while work-related activities decrease.
This result is in line with Gronau and Hamermesh, and more different
non-work activities are done during a weekend. There is a statistically
significant negative effect on the number of non-work activities done
by males living in countryside; other than that, the dummies for semi-
rural area and countryside are not significant. This is as expected; as
table 10 indicates, there is almost no change in the number of activities
according to living environment. The only significant seasonal dummy
is the fall season in case of males, and its effect is negative.”

The change in the number of activities caused by changes in the ex-
planatory variables can be investigated by calculating the marginal ef-
fects at the mean values of the variables. In the GLLM estimation, mar-
ginal effects are calculated by first taking the inverse link of the linear
prediction and then using numerical simulation with sample values to
derive marginal effects. These are presented in table 16. Looking at just
the number of non-work activities, their average number during a
weekday is 9.7 for a male with basic education, and for a corresponding
female 10.6. An academic education increases the number of activities
by 1.4 in case of females and 0.8 in case of males. The weekend intro-
duces one activity more. The effect of children is moderate, only
around 0.2 to 0.6 activities per child, but the presence of children in-
creases the activities of females more. Interestingly, the men who are
staying home have a huge increase in the number of non-work activi-
ties, the addition being almost six different activities per day. In the
case of females it is less than one.

So the number of non-work activities for a childless male with basic
education is estimated to be on average 9.7; in contrast an academic
woman with two children has 13.2 activities during a day. The difference
is almost three and half activities or 36 percent more.

26 We use the indicator of feeling time-pressure as an explanatory variable in our
preliminary estimations. It is subsequently dropped because it did not turn out to
be significant in any of the estimations. Therefore the increase in the number of
activities cannot be explained by people being in a hurry and therefore being eco-
nomical with their time. As the feeling of haste is correlated to the educational
level, it is also possible that a part of the effect of time-pressure is captured by
educational variables.
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Table 16 Effect of Different Demographic Factors on Number of
Non-Work Activities
Number of Non Work
Activities

Male Female
Average number of activities 9.7 10.6
Secondary schooling +0.5 +1.3
University +0.8 +1.4
Each child +0.2 +0.6
Weekend +1.1 +1.0
Unemployed +1.2 -
Housekeeper +5.5 0.8
Disabled +0.5 +0.7

To look at the total vatiety, which includes both non-work and work ac-
tivities, we estimate the model with total variety as a dependent variable.
The results are presented at appendix 1. The results change, in that the net
wage rate now becomes positively statistically significant and only secon-
dary education is statistically significant for both genders. The reason for
this is that work-related activities, where income has a stronger effect, start
to influence the amount of variety.

We estimate the same model using variety in non-work, with both
primary and secondary activities included as a dependent variable. The
estimation results are shown in appendix 2. The inclusion of secondary
activities makes the net wage rates statistically significant. The effect of
educational variables is still significantly positive. And moreover, all age-
cohort variables for females turn out to be significant when secondary
activities are included in the estimation.

In order to determine whether the educational level affects the
amount of unspecified time use, we estimate a Tobit model, identifying
unspecified time use in minutes at an hourly wage rate, non-labour in-
come, educational level, age cohorts, and a set of other demographic
variables. Estimation results by gender are presented in appendix 3. The
Tobit model needs to be used because over 70 percent of the respon-
dents have no unspecified time use recorded. We then test to determine
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whether income variables, educational variables or age-cohort variables
are significant in explaining the differences in unspecified time use. It is
interesting to note that educational variables are jointly significant in
explaining unspecified time use in case of men, while in case of women,
the age-cohort variables are jointly significant. In both cases, however,
the effect is positive: better educated men record more unspecific time
use, not less as could have been expected. In the case of age-cohorts,
older women record more unspecified time use. Therefore, it can be said
that the coding does not bias the results in favour of those with higher
educational level.

9 Conclusions

This study investigates the relationship between the levels of education
and the number of activities people engage in. The amount of education
is taken in this context to be a proxy for an amount of human capital.
The theory advanced by Gronau and Hamermesh (2001) is that people
with higher amounts of human capital are better able to switch from one
activity to another and are thus more efficient in doing different activi-
ties. Furthermore, because their leisure time activities have a high oppor-
tunity cost, they prefer activities that are goods-intensive rather than
time-intensive, thus also increasing the number of different activities
done.

We note that in Finland the number of activities people participate in
raises with the level of education. This is also the case in almost all the
other countries studied. The only exception noted thus far is the case of
the men in Sweden, and in this respect the Finnish men differ from their
Swedish counterparts.

Although people with higher education have less leisure in total than
those with lower education, the higher educated still enjoy more variety
in their time use. This increase in variety is present both in work and
non-work activities. Women have more variety than men and this fact
cannot be explained solely by child-care activities. The presence of chil-
dren increases the number of activities only marginally vis-a-vis to the
effects from other demographic factors.

One part of the Gronau and Hamermesh’s theory is the role of wage
rate and non-labour income in increasing the time-costs of time-
intensive non-work activities. Both should increase variety. When we
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examine non-work variety with the net hourly wage rate and non-labour
income, we observe that the income variables have no role in the detet-
mination of activities. It is the educational variables that have an impact.
However, when we look at the total number of activities, both work and
non-work related activities included, the net wage rate turns out to be
statistically significant.

The variety in time-use is decomposed into variety according to rou-
tine and non-routine activities. It is the non-routine activities that in-
crease the most. We also study to see whether time pressure as measured
by experiencing haste explains the variety in time use, but time pressure
is not significant in this regard.

Multitasking, or doing many activities at the same time, does not affect
our results. Multitasking increases variety by a fifth, but this happens
across the sample. Also the place of residence or seasonality has no af-
fect on the number of activities people engage in.

We also test to determine whether the increase in variety can be ex-
plained by the possibility that the more educated are better able to give a
detailed reporting of their activities. Our results show that this is not the
case. In contrast, men with a higher educational level report more unspe-
cific activities in their time-use diaries.
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Appendix 1 Estimation Results for Variety in
Total Activities by Gender

Male Female
Net wage rate 0.005** 0.005%*
(0.020) (0.017)
Non-labour income -0.001 -0.001%*
(0.125) (0.081)
Age 35-44 -0.058* -0.059%*
(0.0506) (0.054)
Age 45-54 -0.053 -0.053
(0.1906) (0.203)
Age 55-64 -0.103% -0.104%*
(0.055) (0.058)
Secondary education 0.069*+* 0.070%%**
(0.001) (0.001)
University education 0.017 0.015
(0.573) (0.635)
Number of children 0.04 3% 0.044%*%*
(0.000) (0.000)
Semi-rural -0.003 -0.004
(0.852) (0.828)
Countryside -0.011 -0.009
(0.575) (0.657)
Unemployed 0.005 0.003
(0.863) (0.909)
Homekeeper 0.039* 0.040
(0.098) (0.100)
Disabled 0.031* 0.031*
(0.0606) (0.064)
Weekend -0.022%* -0.021%*
(0.028) (0.037)
Winter 0.015 0.015
(0.474) (0.451)
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Summer 0.039%*
(0.063)
Fall 0.008
(0.698)
Constant 2.519%*%
(0.000)
Observations 1568
McFadden R*2 0.028
Pregibon’s link test P>|z| 0.464
Sfrancia test with Z =0.783

Anscombe residuals Prob> z 0.217

Robust p values in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



740

Appendix 2 Estimation Results for Variety in
Non-Work Activities for both
Primary and Secondary Activity

Combined
Male Female
Net wage rate 0.001°* 0.001*
(0.012) (0.051)
Non-labour income 0.001 -0.001
(0.244) (0.201)
Age 35-44 -0.033 -0.062%%*
(0.232) (0.007)
Age 45-54 -0.033 -0.065%*
(0.234) (0.011)
Age 55-64 -0.097 ek -0.107%kx
(0.009) (0.001)
Secondary education 0.061** 0.107##¢
(0.015) (0.000)
University education 0.094%¢x 0.11 3%k
(0.001) (0.000)
Number of children 0.018%* 0.050%k*
(0.047) (0.000)
Semi-rural -0.030 -0.015
(0.215) (0.487)
Countryside -0.049% -0.013
(0.050) (0.563)
Unemployed 0.086** 0.023
(0.032) (0.551)
Homekeeper 0.384x¢ 0.041
(0.000) (0.109)
Disabled 0.047** 0.055%¢x
(0.017) (0.003)
Weekend 0.086%*** 0.062%**
(0.000) (0.000)
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Winter 0.004
(0.867)
Summer 0.030
(0.197)
Fall -0.001
(0.955)
Constant 2.435%%*
(0.000)
Observations 1574
Log pseudo likelithood -2242 774
McFadden R"2 0.035
Pregibon’s link test P>|z| 0.848
Sfrancia test with z =0.074

Prob> z 0.470

Anscombe residuals

Robust p values in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%
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Appendix 3 Tobit Estimation Results for
Unspecified Time Use

Male Female
Net wage rate 0.080 -0.435
(0.924) (0.565)
Non-labour income 0.067 0.010
(0.657) (0.952)
35-44 5.705 1.993
0.672) (0.850)
45-54 15.746 26.562*
(0.3606) (0.059)
55-64 12.227 3.707
(0.5606) (0.837)
Secondary level 2773 11.049%*
(0.729) (0.090)
University level 29.274** 7.750
(0.0406) (0.477)
Number of children 2.651 3.991
(0.370) (0.115)
Semi rural 2.983 5.202
(0.711) (0.407)
Countryside -11.044 -0.510
0.164) (0.935)
Unemployed 17.971 5.123
(0.244) (0.564)
Homekeeper 11.896 14.586*
(0.778) (0.072)
Disabled 4.395 4.815
(0.4806) (0.327)
Weekend 0.798 -5.592
(0.888) (0.216)
Winter 18.391** 1.116
(0.020) (0.860)




143

Summer -4.386
(0.499)
Fall -1.714
(0.784)
Constant -37.985
(0.230)
Observations 1568

p values in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%
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Figure 1. The Total Number of Activities versus Poisson Prediction
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Figure 2. The Distribution of Non-Work Activities versus Poisson
Prediction
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ESSAY 3.

Active Life during Leisure Time — Are the
Winners Taking it All?

Abstract:

We look at the composition of leisure activities by investigating whether
education affects the time spent on active versus passive leisure, using
Finnish Time Use Survey from 1999/2000. Tobit and multivariate probit
are used to investigate the composition of leisure time. We get strong
evidence that education reduces the time spent on passive leisure but
increases the time spent on active leisure. Within active leisure, the highly
educated have a higher propensity to participate in cultural activities and
women have a higher propensity for sports.

1 Introduction

In the labour economics literature the increase in human capital that
is achieved by educating oneself is rewarded with higher wages.
Therefore people are ready to forgo immediate rewards of working
for pay to study and reap the benefits of high wages later. But is hu-
man capital increased just by going to school? Why would markets
not reward other productivity-enhancing characteristics of the person,
like good physical condition, polite manners, or language skills? If an
active lifestyle is rewarded in the market, then there should be an in-
centive for people to spend more time in these activities.

This would mean that the choices between the different activities that
people engage in during their leisure time are partly dictated by economic
rewards. If human capital has an effect on the choice of different leisure
activities and if the level of education is taken as a proxy for human capi-
tal, then there would be differing leisure activities between people with
elementary education and those with higher education.
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This difference has been noticed in sociological literature. For example
there are some contributions (Robinson and Godbey 1997, Gershuny
2000 and Toivonen 2003) on the widening gap of the amount of time
spent by different socio-economics groups watching television.

The choice between different leisure activities has typically been mod-
elled as arising from the economic costs rather than the benefits of dif-
ferent activities. In general, the demand for leisure can be perceived as
similar to the demand for any other commodity. Different leisure activi-
ties have different explicit prices and given the preferences and income,
utility maximization leads to a choice of some of these activities. People
with higher education usually have higher income and can thus afford
more expensive leisure activities (like opera-tickets). The difference in
disposable income leads to different leisure allocation. This kind of ap-
proach is employed by Kooreman and Kapteyn (1987) in their study of
time allocation.

This type of demand system analysis concentrates on the explicit price
of different leisure activities. In human capital literature, it is the produc-
tivity-enhancing aspects of different activities that are used to motivate
economic investigations. Recently Fahr (2004) has argued that the more
educated people spend their leisure time on informal education which
further increases their human capital, thus enabling them to command
higher wages. Furthermore, a higher market wage rate induces people do
more market work, which reduces leisure. The result of this is a greater
propensity of people to spend time out of the total leisure in pursuing
informal education.

However, informal education need not be the only productivity enhanc-
ing activity. An earlier contribution by Biddle and Hamermesh (1990) uses
similar logic to analyse the allocation of sleep.

If informal education, which can be mentally very demanding, and
sleep, which is not demanding at all, both have a positive effect on
wage rates by increasing productivity, then the issue is that all leisure,
whether active or passive, can be said to have a similar effect. This
fact is also commented on by Klevmarken (1998) in his survey of time
use studies. Some kind of distinction between the different compo-
nents of leisure should be constructed.

In addition to differences in incentives caused by different wage rates,
people with higher educational level might have a preference for more
active leisure than people with basic education. For example Fahr (2004)
gets a result that preferences are more important in explaining the de-
mand for informal education than increase in productivity. This is also
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noted by Jenkins et al. (2002) who in their study of lifelong learning ob-
serve that people with longer education participate in more courses.
People with higher education seem to like to read technical manuals dur-
ing their free time.

The purpose of this paper is to study further the effects of human
capital on the choice of leisure. We concentrate on the decision to pat-
ticipate in active versus passive leisure. We divide leisure to two different
groups. One encompasses all leisure activities with an active element
such as sports, organizational activities, volunteer work etc. The other
group includes all passive leisure, like watching TV and resting. To check
the robustness of our results, we also employ a narrower set of active
leisure categories which excludes social activities, outdoor activities or
those cultural activities that can be viewed on TV.

First we determine whether education has an impact on the amount of
active and passive leisure. Then we specify whether education has an
effect on the probability of participating in different types of active lei-
sure. In our investigation we use the Finnish Time Use Survey from the
year 1999/2000 with matched income and taxation records, which has
two useful sets of data for this type of study. First, it has time diary data,
which can be used to calculate the time spent in different activities. Sec-
ond, it includes an interview part, where the respondents have indicated
a number of activities the have done over the last 12 months. This can
be used to study further the composition of leisure.

It is interesting to examine whether the educational variables or in-
come variables can explain the allocation of time into these activities. A
natural problem in using income and education is that they are corre-
lated. Better educated people tend to have higher wages. However, it is
interesting to see which variables are driving the results.

The use of leisure has important ramifications for the whole society.
If people with basic education are disadvantaged also in their leisure
choices the polarization of the society will increase with regard to those
who have high education, better incomes, good health and more reward-
ing past-time and to those who do manual work, have poor health and
passive leisure. The risk of health problems, like poor physical shape and
overweight, increases with passiveness. These health problems impose a
cost to the society because of lowered productivity in the marketplace
and increased health costs to society.

This raises the question of the nature of leisure. Should leisure be
viewed as utility or productivity enhancing? If a person gets the most
utility by choosing to watch TV, who should bear the consequences of
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the negative externatility like overweight and poor physical condition. If
some people prefer to read complicated technical manuals during their
spare time, should this positive externatility be rewarded?

By studying the factors that affect the quality of leisure, it might be
possible to construct measures to counter the negative trends and en-
force positive ones.

2 Previous Empirical Literature

If human capital affects the amount of education chosen, does human
capital also have an effect on the quality of the activities chosen during
leisure? Is it the case that people with human capital tend to allocate time
to activities which are demanding both mentally and physically or does
human capital that is overused in market work result an increase in pas-
sive leisure activities?

Gershuny (2000) points out, that in passive leisure there is a clear di-
vergence between people with high and low education.' Gershuny de-
fines passive leisure as viewing television or videos or listening to music.
The amount of time spent in these activities has grown in all socio-
economic groups but the increase has been substantial in individuals
with limited education but quite moderate in highly educated people.
This has led to a marked difference between educational groups.
Toivonen’s (2003) study on the determinants of the increase in the TV-
viewing in Finland gives similar evidence.

In their book, Robinson and Godbey (1997) study the change in time
use in the United States from 1965 to present. As an example of passive

1 Analysing multinational time use data Gershuny (2000) finds three major conver-
gences in time use in developed countries since the 1960’s. The first one is the con-
vergence in time use between different countries. The reduction in the hours of
market work and increase in leisure have resulted in quite constant shares being de-
voted to these activities in developed countries. The second convergence is between
genders. As women have started to participate in labour force, time use between
men and women has become similar. The third convergence is between socio-
economic groups. The time use between those in upper layers of society is starting
to resemble those in the lower deciles. But, according to Gershuny, there has been a
reversal. Previously those in the upper deciles of society had more leisure and less
work but now they have more work and less leisure than those in the lower deciles
of the society.
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leisure, they examine the amount of television viewing and find strong
negative effect of education on the time allocated to TV viewing. In the
United States high school educated people watch twice as much televi-
sion as those with a university degree.

It is understandable that the interest in these research studies concen-
trate on watching TV, because it stands out among leisure activities. Al-
most 40 percent of the time devoted to leisure is used to watch television
as a primary activity in Finnish households. If television viewing as a
secondary activity is taken into account, this figure increases by 20 per-
cent to 48 percent. According to Niemi and Padkkoénen (2002) the in-
crease of the share of TV constitutes the biggest change in leisure during
the 1990’s. This observation mirrors more or less the other developed
countries as well. Therefore the active/passive time use depends quite
heavily on the development of TV viewing,.

At the same time as TV viewing has increased its share of time use,
there has been a reduction in the time used for reading and socialising.
However, leisure activities have not changed solely towards passive
forms of leisure. Interestingly, the time used for sports and outdoor ac-
tivities has increased during the 1990’s. Another new activity that has
increased especially among adolescents is the computer.”

In applied econometrics literature, a demand system based approach
for choice of leisure is employed by Kooreman and Kapteyn (1987).
They construct a flexible form specification for the demand system
with seven different time use categories: three housework activities,
three leisure activities and market work. They model this choice at a
household level having both male and female wage rate as the price of
time. They concentrate on the effect of wage rates on the amount of
time spent in these different time categories. Their sample include 242

households from the Panel Study of Income Dynamics from year
1975/76 in their data.

The effects of education on time use obtained by Kooreman and Kap-
teyn (1987) are interesting. The education of the male has a positive ef-
fect on the time spent on watching TV, listening to a radio and reading
books. Male education decreases time for entertainment and social activi-
ties. Female education had an opposite effect: the time uses for enter-
tainment and social activities increased and TV watching, radio listening
and reading books decreased.

2 Niemi and Pidkkonen (2002) note that Finnish children aged 10-14 years spend a
third of their free time with computers.
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As to income variables, Kooreman and Kapteyn note that male time
use is very inelastic but female time use is elastic to changes in wage
rates.

Biddle and Hamermesh’s (1990) paper on sleep and the allocation of
time concentrates on a narrower set of activities than Kooreman and
Kapteyn. Building on the household production modelling framework,
they show that wage rate has a negative impact on the amount of sleep.
People with high opportunity cost of time tend to economize on sleep.

In their study on the demand for sleep Biddle and Hamermesh (1990)
use three general categories. The first is simply sleep, second includes
sleep, naps and resting and the third includes sleep, naps, resting and a
category ‘labelled miscellaneous personal activities’ which includes sexual
activities and affection. If sleeping, napping and resting can be termed as
passive leisure, then Biddle and Hamermesh show that education reduces
the time spent on these activities. However, they do not include market
work hours in their estimation, so the decrease in sleep can be the effect of
increased time in market work. Biddle and Hamermesh used 706 house-
holds from the Panel Study of Income Dynamics from year 1975/76.

Their main empirical estimation has two demand equations: one for
sleep, naps and resting and one for remaining leisure and housework
combined. They do not include educational variables, but use wage rate,
which can be considered to reflect also human capital factors. They note
that the higher wage rate decreases the time used for sleeping. Interest-
ingly for the whole sample, the wage rate has the same effect also on the
remaining leisure and housework combined. The hypothesis that the
effects are equal can not be rejected. With men the increase in wages
does not change hours of work but does increase other leisure and re-
duces sleep. With women the increase in wages does not reduce sleep
but increases market work and decreases other leisure.

Biddle and Hamermesh’s (1990) conjecture that the amount of sleep
reacts to economic incentives is corroborated with Finnish time use data.
Finnish time use data show that during an economic upturn in the late
1980’s, the hours spent sleeping decreased from the eatlier decade but
rebounded during the recession in the 1990’s. Women usually sleep
longer than men. The variance in sleep times has also increased in
Finland. There are more people who sleep less than 7 hours than those
who sleep more than 11 hours. Interestingly, Niemi and Piaikkonen
(1992) note that the length of sleep does not react to seasonality. People
who sleep longer, sleep longer regardless of whether it is a dark winter
day or a sunny summer day. Looking at the time use of retired Finns,
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Niemi (2003) finds out that retired people sleep one hour longer than
those who are still in the labour force.

Fahr (2004) concentrates on the time investment in productive leisure
activities. He has two definitions for this kind of productive leisure. The
narrower definition includes educational activities after-work and after-
work courses, while wider set also includes reading newspapers, journals,
hobby literature, working with computer and participating in work-
related activities after work.

He offers two hypotheses concerning the demand for productive lei-
sure. The other is that time spent on productive leisure increases wage
rates and thus has the lowest opportunity cost among all different leisure
activities. Therefore people with high education, who face higher wage
offers, substitute non-productive leisure for productive. On the other
hand there is a preference factor operating, which makes higher educated
people demand more productive leisure activities.

Fahr (2004) uses Biddle and Hamermesh’s model on the demand for
sleep which he modifies to have a preference parameter within utility
function, to take into account a possible inclination effect in addition to
productivity effects.

Fahr notes that better educated people spend more time in informal
educational activities, but this seemed to reflect the effect of preferences
more than wage. He tests this further by using a control group of retired
men, who were economically inactive. Here again he finds a strong indi-
cation of the taste effect instead of wage effect. He also conducts an-
other test, where he uses information from a the sample between re-
spondents with two working days as their time use collection days and
those that had either one or two weekend days as their time use collec-
tion days. Here he finds evidence that there is substitution from other
leisure to productive leisure. However there is no indication whether this
is caused by the effect of wage or preferences.

The study by Biddle and Hamermesh as well as Fahr concentrates on a
narrow set of activities selected out of a very broad spectrum leisure and
housework activities. Not much evidence has been collected on the effect
of human capital on the larger composition of out of work activities like
housework and leisure.” Instead of taking only a limited set of activities

3 A notable exception is Gronau and Hamermesh’s (2001) paper on the effects of
education on the variety in time use. However they are interested in determining
how the number of activities changes with the level of education.
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under study, we are trying to find larger set of leisure activities which could
be termed active. A similar set of passive activities is also investigated.

3 Model

We adopt Biddle and Hamermesh’s (1990) model. It is derived from the
Beckerian household production model which assumes that sleep en-
hances productivity at work. Like sleep, but unlike passive leisure, active
leisure can be considered of as enhancing productivity in the market as
well as also being desirable for its own sake. Passive leisure lacks both of
the productivity increasing aspects: it does not refresh like sleep nor does
it develop individual capabilities like active leisure.

The utility function of an individual is
U=U(2T,)

where Z represents the Beckerian commodity, which is produced with
time T;=bZ and market goods X=¢Z. T, represents time used in active
leisure. Time use in active leisure is thus directly desired for its own
sake. Fahr (2004) describes this in his own model as a ‘taste’ factor.
The total time endowment is T'= T, + T, + T,. Time allocation is
thus divided between consumption time T, time in active leisure T,
and time used in market work T,

Besides direct utility time spent on active leisure also increases the
wage rate W by enhancing human capital. This is modelled as an addi-
tional parameter W, in the wage equation, which depends on the time
allocation on active leisure:

W=W+W,T,

Individual budget constraint with P as a price of market goods and [ as
a non-labour income is

PX=WT +I
The full budget constraint, which incorporates time constraints, is

W, + W,T)(T-T,-T)+ 1= cPZ
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The maximization of the utility function with full income constraint
results in maximization condition:

U, cP+bW

U2 ) VI/I +W2(Ta _Tw)

The effect of wage rate on the demand for active leisure has two com-
ponents. First there is the direct effect I} and the indirect effect W, via
productivity effects:

oT ) T,
anjl =[(U, -bU, YcP+bW)D" +T, =
and
oT oT
@« —T —< _(cP+bW)U,T.D".
aWz aan (C + )Ul w

The D in the equations is the second order derivate of the utility func-
tion evaluated at the maximization point and it is negative by definition
of the utility function.

The first equation is the Slutsky equation for the effect of change in
wage rate unaffected by productivity factors. It can be shown that the
first part of the equation, the substitution effect, is positive. The second
part, which is the income effect, is ambiguous.

The second equation describes the effect of the change in the effec-
tiveness of the human capital enhancing part of the wage equation.
Again the total effect is ambiguous.

The effect of non labour income on the demand for active leisure is

887111 = [(Un[Wl + WZ(Ta _Tw)]_U12(0P+bW))+bU1Wle_l
2
where U, = g—gaa—]% and U, = Zz—l{ . The effect of non labour income

on the demand for active leisure is positive.

Thus Biddle and Hamermesh’s (1990) model provides ambiguous
behavioural responses. Although the demand for active leisure should
response positively to change in non labour income, the effect of
wage rate turns out to be an empirical question. Faht’s (2004) similar
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model does not give univocal behavioural responses either, because
the overall effects depend on the strength of the income effect. As
the theoretical models do not give clear behavioural response, it is
important to test this empirically.

4 Defining Active versus Passive Leisure

We have created passive and active categories of time use to be as exten-
sive as possible. In our definition passive leisure includes television and
video viewing, listening to music, resting and other inactivity. Active
leisure includes volunteer work, activity in organizations, socializing,
cultural events, sports, art hobbies, reading books, free time study, play-
ing computer games or gambling, collecting stamps and coins etc. We
exclude travel time and sleeping from the analysis. The division is repre-
sented in table 2.

Table 1 Division of Leisure into Active and Passive Components

Active leisure Passive leisure

Volunteer work and participatory activities | Resting and inactivity

Social life, entertainment and culture Watching TV and video
Sports and outdoor activities Listening radio

Arts and hobbies

Reading

Free time study

Computer games and gambling

The problem is how to categorize leisure activities to the active or pas-
sive category, as no universally accepted categorization system is available.
Additional problems are caused by the fact that same activity can be pas-
sive or active depending on the content of that activity." This kind of cate-

Watching TV is categorized as passive leisure. However, one can watch language
programs or other educational programs on TV. Indeed, TV can be a source of in-
creased productivity at work. Another example, suggested by a referee, is a stockbro-
ker following profit warnings on TV versus a stock broker spending time at the Op-
era. As mentioned these are problems of categorization which cannot be avoided.
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gorization is prone to subjectivism, where high-status activities are easily
labelled as ““active” leisure and low-status activities are labelled as “pas-
sive” leisure. The classification we propose later in the paper is prone to all
this criticism.

As these divisions are arbitrary and subject to criticism, we form two
subgroups. The first subgroup can be called narrow active leisure, and
include those activities that clearly require effort on the part of the per-
former. Included are outdoor activities, organizational activities, free time
study, entertainment and cultural activities, but excluding those which
could also be watched on TV. The difference between the narrow and
broad set of definitions of active leisure is that the broad set includes so-
cial and voluntary interactions within and between families, semi-passive
past time like reading and computing and all cultural activities which can be
also watched on TV. The second subgroup includes two of the most com-
mon passive leisure categories: watching television and listening to radio.

There have been other types of classifications in studying leisure
choice. A classical sociological division is offered by Bourdieu (1984)
where time use is said to create different sorts of capital. With regard to
leisure, he considers it to encompass cultural, physical, social and passive
capital. According to Bourdieu, cultural capital is increased by voluntary
work, hobbies, and neighbourhood help, whereas physical capital in-
cludes all kinds of sports. And in his definition social capital is socialising
and passive capital is resting.

Gershuny (2000) terms television or video viewing and listening to mu-
sic as passive leisure. Other leisure activities are divided between categories
of other home leisure and out-of-home leisure. Robinson and Godbey
(1997) divide leisure time use into media time and social capital. Media
time includes reading as well as TV watching and radio listening. Social
capital contains socializing, communicating with others, sports/exercises,
hobbies, religious and other organizations, events and adult education.

Kooreman and Kapteyn (1987) employ three classes of leisure activ-
ity in their demand system. The first is organizational activities, hobbies
and sports. The second is entertainment and social activities. The third
includes watching TV, listening to radio, and reading. In terms of active
and passive leisure, the two first ones can be termed as active but the
third classification has both active and passive elements. Reading a
book can be termed as an active leisure while TV and radio can be
categorized as passive.

Our definition was created to encompass as wide a range of active lei-
sure categories as possible. We hope that with these large groups, we can
focus on the aggregate development in active and passive leisure.
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3 Sample

The dataset used in this study is the Finnish Time Use Survey
1999/2000 by Statistics Finland. The data were collected between 1
March 1999 and 29 April 2000 according to the Eurostat guidelines
for harmonized European Time Use Surveys.” The dataset includes
5224 individuals, who had both answered the background interview
and kept a diary for two days: one weekday and one day in weekend.
Information on yearly incomes, transfers and taxes paid by the indi-
viduals are merged into this background information file from admin-
istrative files.

From the set of 5224 individuals we selected those in households
where the spouses are aged between 18 and 65 years and who are either
married or living in consensual union. At least one adult member of the
household has to be employed. The other adult is allowed to be either
employed, unemployed or taking care of the household.” The final sam-
ple had 1544 persons living in 772 households.

Table 2 gives the descriptive statistics for the sample used in this
study. The average age for men in this sample is 43 years and for women
41 years. The households have, on average, only one child. The imputed
hourly wage rate is calculated by Heckman’s method.” The imputed
houtly net wage rate for males is 9.4 euros and 8.1 euros for females.
The men have on average an annual non labour income of 1 190 euros
and females had 870 euros per year. In the sample, 96 percent of males
and 83 percent of females are employed. Just 3.4 percent of the males are
unemployed and 7.0 percent of the females. Only 0.4 of males and 9.6
percent of the women are homekeepers.

5> For a more detailed description of the dataset see introductory chapter in this
thesis.

¢ Some technical deletions are also made: these include households with missing diaries,
with two adults of same sex, or who were married but living separately, who reported
to be were working full-time but did not have fixed working schedule and people who
had two jobs or whose children were working. Also some houscholds were excluded
because of missing income variables, or the reported hourly wage-rates or yearly in-
comes were clearly outliers and households where members had negative work ex-
perience. Households where some children were also working were excluded as well.
Furthermore in this essay some clear outliners were deleted from the dataset. Obset-
vations where active or passive leisure was over 750 minutes per day were excluded.
This excluded 19 households.

7 See the introductory chapter in this thesis.
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Table 2 Descriptive Statistic for the Sample

Male Female

Net hourly wage rate (euro) 9.4 8.1
Non-labour income (euro) 1190 870
Age 43 4
Number of Children 1 1
Basic education 24.2 % 20.2 %
Secondary education 41.6 % 39.9 %
University education 34.2 % 39.9 %
% employed 96.2 % 83.4%
% unemployed 34% 7.0 %
% homekeepers 0.4 % 9.6 %
n=772 N=772

The educational categories used follow Unesco’s International Stan-
dard Classification of Education from the 1997. Elementary education is
the lowest category. Upper secondary education constitutes the middle
category. The highest category, university level education, also includes
vocational university degrees.

5.1 Active and Passive Leisure in Total

First we examine to see how well our definitions of active and passive
leisure capture the time use in Finnish households. Leisure according to
time use is defined as excluding housework and personal care. Table 3
presents the percentage of zero observations for each category by gen-
der and educational level. We see that with both types of active leisure
the share of those who have not spent any time in these activities de-
creases with educational level.” However, passive leisure seems to be
more invariant to educational level.

8 A small exception which can be also seen in the table is active leisure by university

educated women.



160

Table 3 Percentage of Respondents who Haven’t Spent Any Time
in Given Aggregate Category during Diary Days by Edu-
cational Level

Men Women

Basic | Secondary | University | Basic| Secondary | University

Active leisure 89 % 93 % 83 % 83 % 1% 79 %
(narrow)

Active leisure 12 % 6 % 9% 3% 5% 4%
Passive leisure | 6 % 5% 8% 8% 7% 8 %

Table 4 shows the average time of different activities for both men
and women. We see that women have on average 43 minutes less leisure
than men. Of the total amount of leisure both genders spend greater part
on active leisure. However, men use over 40 percent of their leisure time
watching television or video, while women use less than 40 percent of
their leisure time for watching TV.”

Table 4 Time Use in Passive versus Active Leisure by Gender
(in minutes)
Male % Female %

Television and video 138 411 % 111 37.8 %
Other passive leisure 24 71 % 21 71 %
Total passive leisure 162 48.2 % 132 44.9 %
Active leisure narrow 19 0.6 % 12 0.4 %
Total active leisure 174 51.8 % 162 55.1 %
Total leisure 336 100.0 % 294 100.0 %

There is surprisingly little change in the share of active versus pas-
sive leisure over the weekdays and weekends. This is shown in table 5.
Although the absolute amount of leisure increases by 62 percent during

% An attempt to model watching television is done by Corneo (2001). He uses a model
to describe time-allocation into three categories: market work, watching TV and so-
cializing. He gets multiple equilibria. In one equilibrium there is lot of market work
combined with lot of television viewing. In the other equilibrium there is lot of televi-
sion viewing with lots of socializing and very little market work. He uses these results
to explain different trends in TV-viewing in different OECD countties.
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Table 5 Time Spent on Active versus Passive Leisure during
Weekdays and Weekends (in minutes)

Weekday Weekend

Male % Female % Male % Female %

Television and 107 |42.6 % 98 409% | 168 [40.3% | 123 [35.8%
video

Other passive 19 74 % 16 6.6 % 31 7.5 % 27 7.8 %
leisure

Total passive 126 (504% | 114 |47.5% | 199 (47.8% | 150 |43.4%
leisure

Active leisure 19 7.4 % 11 4.6 % 20 [ 4.8% 12 3.5%
narrow

Total active 130 (50.6% | 127 |52.9% | 217 |52.2% | 196 |56.6 %
leisure

Total leisure 257 241 416 346

(min)

weekends in the case of the men and by 44 percent in the case of
women, there are only slight shifts in its composition. The share of
active leisure increases only little over 2.3 percent for men and 4.4 per-
cent for women. Men use 40 percent of the additional leisure time dur-
ing weekends to watch TV, but women use only 25 percent.

If we look at the narrowly defined active leisure, we see that men
spend more time both absolutely and relatively on these activities. This
indicates that leisure activities of women are more socially oriented inter-
actions within and between families than men."

In contrast the share of the narrowly defined active leisure decreases
both absolutely and relatively during weekends. This means that social
part of active leisure increases during weekends.

Next we present the allocation of time by educational status and by
gender in table 6 and in figures 1 and 2. Looking at the impact of edu-
cation on the composition of leisure, we see that on average passive
leisure decreases both absolutely and relatively with education regard

10 This same phenomenon is noted for Canadian couples by Harvey and Pentland (1999).
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Table 6

Average Daily Time Use in Passive versus Active Leisure

According to Educational Level and Gender (in minutes)

Male

Basic % Secondary % University %
Television and video 150 44.4 % 136 412% 132 38.5 %
Other passive leisure 33 9.7 % 36 10.9 % 22 6.4 %
Total passive leisure 183 54.1 % 172 521% 154 44.9 %
Active leisure narrow 13 3.9 % 18 5.4 % 26 7.9 %
Total active leisure 155 45.9 % 158 479 % 189 55.1 %
Total leisure 338 100.0 % 330 100.0 % 343 100.0 %]

Female

Basic % Secondary % University %
Television and video 130 43.0 % 111 37.5% 101 35.2 %
Other passive leisure 27 8.9 % 20 6.8 % 2 7.0 %
Total passive leisure 157 52.0 % 131 446 % 121 42.2 %
Active leisure narrow 4 1.0 % 14 3.8 % 14 4.9 %
Total active leisure 145 48.0 % 165 55.7% 167 57.8 %
Total leisure 302 100.0 % 296 100.0 % 287 100.0 %

Figure 1
tional Categories

Decomposition of Male Leisure Time According to Educa-
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Figure 2 Decomposition of Female Leisure Time by Educational
Categories
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less of gender. In contrast the time used for active leisure increases
both absolutely and relatively for men and women. The absolute in-
crease in the amount of leisure for higher educated men, indicated that
although they do more market work, less personal care activities or
housework are pursued.

5.2 Distribution within Active Leisure

A second source of information on the choice between active and pas-
sive leisure is provided in the interview part of the time use survey. The
problem with time diary data is that the data describe the time alloca-
tion of a short period only, usually two days. This introduces bias on
the data, in as much as daily activities are recorded but infrequent ac-
tivities may not be recorded.

In order to capture time use in activities with a high probability of not
being captured in the diaries, additional questions are introduced during
a background interview. The respondents were asked whether they had
participated in a given group of activities during the previous 12 months.
If the response was yes, they were asked to specify the number of times
they had participated in the given activity during the past four weeks.
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The activities in question represent four aggregate categories: cultural
activities, sports activities, organizational activities and volunteer work
activities. Overall there were 153 questions on participation in different
activities, including 15 different voluntary organizational types, 20 vol-
unteer work situations, 19 cultural activities and 12 different types of
sports. These are given in table 7.

As can be seen, the questions capture a wide scope of activities. For ex-
ample culture encompasses both intellectual activities, like opera, as well as
not so intellectual such as going to movies. Organizational activities have
range from nature club to labour union. Voluntary work includes activities
from helping grandchildren to nursing. Therefore, it cannot be said that
some of these categories have a bias towards elite uses of leisure. These
activities are classified as active leisure in our earlier categorization, and we
use this extra information to study whether there is variability according to
educational groups within the active leisure."

Although the data provide information on the number of times a
given activity is performed, we concentrate on the choice of doing a
given activity rather than the number of times a given activity is done
during the last 12 months. This segregates more cleatly those who do
not participate in an activity at all and those that participate regardless
of the intensity of participation.

Table 8 summarizes information about the percentage of people in a
given educational group who recorded a given activity in a leisure cate-
gory at least once during the last 12 months. As can be seen both or-
ganizational and cultural activities increase steeply for both males and
females with a rise in the educational level. There is almost no variabil-
ity by educational category in volunteer work and sports for females,
while for men, even these categories show a difference between the
highly educated and the less educated groups.

Looking at the data there seems to be a strong relationship between
education and the time spent on active versus passive activities during a

11" There have not been a lot of studies concerning the choice of active leisure choice. In
their study of eatly retirement Huovinen and Piekkola (2001) divide active leisure and
resting into two components: High activity level leisure and high time intensity leisure.
High activity level includes cultural activities, voluntary work, hunting and fishing and
holiday travelling. High time intensity leisure includes visiting friends, visiting library,
walking, jogging, and resting. According to their evidence, men who spend time in
high activity level leisure are more likely to retire early. For women no such indicators
are noted.
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Table 8 Percentage Distribution of People Who Have Done a
Given Activity at Least Once During 12 Months by Educa-
tional Categories

Males Females

Basic Secondary University Basic Secondary = University

Organizational | 26.6 % 33.9% 44.5 % 22.8 % 30.6 % 36.9 %
activities

Volunteer 56.3 % 63.9 % 63.0 % 66.5 % 64.0 % 66.0 %
work

Cultural 76.0 % 86.5 % 92.1 % 87.3 % 92.1% 98.4 %
Activities

Sports 75.5 % 82.6 % 87.5% 93.0 % 94.6 % 95.8 %

leisure time, which also manifests on the participation of different activi-
ties over previous 12 months.

One should note that there can be serious misreporting in the
amount of different activities. With such a long time period the prob-
lems of recall are present. Robinson (1999) notes, for example, that
when respondents in the United States were questioned about the fre-
quency of tennis at a particular club or swimming at a particular pool
over the last 12 months and the responses compared with the actual
attendance data, twice as many visits were indicated than what the re-
cords actually showed. Also Niemi (1993) observes the problems in the
estimates of participating in different leisure activities.

In our case, we attempt to correct this potential misreporting by only
considering whether or not a person had done a given activity at all.
Thus frequency of a given activity does not have an effect in our estima-
tion.

§) Econometric Methods

We use two different econometric estimation methods to determine
whether education has an impact on the quality of leisure. First we
estimate a Tobit model for time spent on active and passive leisure.
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This estimation uses the information collected in the time-use diaries.
The next analysis is conducted utilizing interview information given in
the time use data set. We use a multivariate probit model to examine
whether the probabilities of having participated in cultural activities,
sports, volunteer work and organizational activities differ by educa-
tional level.

6.1 Tobit

There are individuals who have not participated in active leisure at all
and those who have not done passive leisure during the recording pe-
riod. Therefore these zero observations need to be corrected in the data.
The Tobit model was developed to take into account the problem of
zero observations. In Tobit model the same parameters are used to de-
scribe the selection and outcome. This feature has been criticised for
example by Maddala (1993) as not being suitable way for modelling zero
observations. A more advanced method should be used, such as
Heckman’s (1979) method and a Double Hurdle method presented for
example by Jones (1992).

However, using Swedish time use data Flood and Grasjé (1999) and
Flood and Grasjo (2001) compare the suitability of different sample se-
lection models. According to their results, the suitability of different es-
timation methods depends on how well the selection equation can be
specified. Given the special nature of time use data they point out that it
is not obvious that more refined methods would be superior to the sim-
pler Tobit model. In case the zero generating process is unknown, an
attempt to model it with ad hoc selection equations can lead to setrious
biases.

Tobit model is more suitable in this instance of active and passive lei-
sure as it is unclear which factors generate non-participation. We pro-
ceed with Tobit data, preferring not to use the more advanced methods
that could provide more accurate but misleading results.

The Tobit formulation used is
Y 1* =x,'B+e,

inO ifnyO,

yvi=y, if y >0,
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where y, is the time use in active or passive activities by the person 7 and
¢,1s the normally distributed error term with mean 0 and standard error o.
The exogenous variables in x; include the imputed net wage rate, non
labour income, the number of children, imputed hours of market work,
age-cohort dummies, dummies for the educational level, seasons and
living area, weekend and disability.

The log-likelihood function for Tobit model can be simplified by
reparametrisingy = B / cand 0 = 1/o

InL=> —%[ln(27r)—ln 0’ +(6’yl. —X;y)2]+ Z_Oln[l—d)(x;y)]

;>0

where @ is the distribution function for standard normal distribution.
With this reformulation Newton’s method for finding a maximum can
be used easily and an asymptotic covariance matrix obtained.

A number of diagnostic tests have been developed to assess the Tobit
model. Pagan and Vella (1999) suggest a conditional moment test for
determining the normality of residuals in Tobit model. We use a boot-
strap method to calculate the moments of activity and use these to test
the normality assumption in Tobit models. This makes it possible to
circumvent the potential asymptotic distributional problems found in
this test.

Pregibon’s (1980) link test is suitable for assessing potential misspeci-
fication in Tobit’s functional specifications. In it fitted values of the es-
timation are squared and the function is re-estimated with the squared
residuals. If there is no misspecification, then the squared residuals
should have no explanatory power.

Smith and Blundell (1986) propose a test of exogeneity for one or
more explanatory variables. The residuals from each first-stage instru-
ment regression are included in the model, after which it is possible to
test for the joint hypothesis that each of the coefficients on the residual
series is zero. Under the null hypothesis, the models are appropriately
specified with all explanatory variables as exogenous.

6.2 Multivariate Probit

A number of alternatives are available for studying our second research
question concerning the selection of a number of active leisure catego-
ries. These choices are structured to include multiple binary dependent
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variables. The most popular models used in the estimations are the mul-
tinominal logit, multinominal probit, multivariate probit and mixed logit.

The de facto choice in similar studies is the multinominal logit, but it
suffers from a number of shortcomings that make its use difficult. First,
there is a need to normalize the system by expressing other equations in
terms of the one used as a numeraire. Second, there is a need to impose
a very restrictive ‘independence of irrelevant alternatives’-assumption to
the model.

Thus a more general multinominal probit model is suggested.'” Greene
(2003) notes that the advantage of multinominal probit over multinomi-
nal logit is that the multinominal probit allows an unrestricted correlation
structure, therefore eliminating the need to normalize one equation like
in multinominal logit, where only comparisons are feasible. The second
advantage is that one does not need to assume the irrelevance of inde-
pendent alternatives.

However, the fact that different activities are not mutually exclusive
makes even the multinominal probit difficult to use. In our case a per-
son can choose simultaneously different combinations of leisure activi-
ties, not just one. The selection could be expanded to include different
combinations of simultaneous choices as a single choice and preserve
the structure needed in multinominal probit. However, this would cre-

ate a large number of categories and the interpretation of these would
be difficult.

When there is simultaneity of choices, then a suitable model is multi-
variate probit, which is a special case of the multinominal probit. In mul-
tivariate probit restrictions are placed on the correlation matrix between
different simultaneous choice activities. Because we have a cross-
sectional sample of the multiple simultaneous choices where the inde-
pendence of irrelevant alternatives-assumption is clearly too stringent
restriction, we resort to multivariate probit.

It 1s difficult to build a tractable multivariate probit model when the
number of dependent variables is large, for the reason that accurate
functions for the evaluation of higher order normal distributions, as re-
quired by these higher-order probit models, are very hard to derive and
are computationally burdensome. This led to a search for a suitable

12 A recent alternative is a random parameters logit, which is also called mixed logit
model. It gives a more general specification than multinominal logit and is especially
suitable for panel data models. However, we choose to use multivariate probit in-
stead.
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simulation based method for deriving the necessary parameter estimates.
Indeed, as Stern (1997) notes in his survey of simulation based estima-
tion, multivariate Probit has been “...the leading problem in developing
simulation methods.”

One way to estimate a model with a number of simultaneous choices
is to use simulated maximum likelihood estimation of the multivariate
probit models. The pioneering application that uses simulation meth-
ods for these kinds of models is Borsch-Supan et al. (1992) paper. More
theoretical derivation is introduced in Borsch-Supan and Hajivassiliou

(1993).

In a recent contribution by Cappellari and Jenkins (2003) an algorithm
for simulated maximum likelihood estimation of a multivariate probit
regression is implemented to Stata, which is used in this study.

The multivariate probit is an enlargement of single equation probit to
multiple equations M. A general formulation is:

y. =B.'X. +e . i=1L.N, m=1.,M

Yoo =1 if  »,,*>0and 0 otherwise,

where ¢, are the error terms distributed as multivariate normal, with mean
zero and variance-covariance matrix [/, where 17 has values of 1 on the

leading diagonal and correlations p = p,; as off-diagonal elements.

For example, in the case of trivariate probit the likelihood function for
a sample of N observations is

N
L= Zwi log<I)3(,ui;Q)
i=1

where »,is the optional weight for observation I and ®,(..) is the trivari-
ate standard normal distribution with arguments u and €2 where

Hi = (Kilﬂl‘Xil’KizﬂzinZi'KiSﬁB'XB)’

where K, = 2y, — 1, for each 7, = 1,2,3 and
Q, =1,forj=123 Q, =Q, =K, K,,0,,,
Q;, =Q; =K;K,05, Q3 =Qp = KK, 05,

This kind of multivariate normal distribution can be evaluated by us-
ing Geweke-Hajivassiliou-Keane (GHK) smooth recursive conditioning
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simulator.” The idea is that the multivariate normal distribution can be
expressed as the product of sequentially conditioned univariate normal
distributions, which then can be evaluated independently. Greene (2003)
notes that the GHK simulator appears to be the most accurate simulator
among the proposed alternatives.

Cappellari and Jenkins (2003) note that by applying Cholesky decom-
position of covariance matrix to joint probabilities of each combination
of outcomes, each of these decompositions is uncorrelated with each
other, which can be used to compute overall multivariate probability.
The estimated parameters in the covariate matrix are variances and co-
variances. The correlations calculated are the combinations of these two.
The use of simulated maximum likelihood in this context produces an
estimator that is asymptotically consistent."

In the general case of multinominal models the question of the identi-
fication of the model is crucial. There has been a large and varied discus-
sion on the identification of the multinominal models when used in
choice situations. For example Ben-Akiva, Bolduc and Walker (2001)
have show that many models presented in the literature have in fact not
been identified.

Keane (1992) points out that there are two different notions of identi-
fication in the relevant literature. One is the question of formal identifi-
cation and the question of the identification through maximization pro-
cedure.

As for formal identification, Weeks (1997) argues the key distinction
in the identification debate should be between choice specific attributes
and the characteristics of the individuals who make the choices. These
form two clearly different subsets of potential exogenous variables.

Especially difficult are situations where different characteristics of the
different objects of choice have been modelled and all the available
choices are included in the system. As the parameters of these character-
istics are same for the entire sample, it is a common practice to normal-
ize the system by dropping one equation and to express the system as
differences in utility.

13 As Cappellari and Jenksins (2003) point out, the GHK simulator has a number of
properties which are desirable in this context. The simulated probabilities are unbi-
ased and bounded within (0.1) interval. The simulator is continuous and differenti-
able function of the model’s parameters. Moreover, it is also more efficient than a
number of other simulators.

14 In practice, a relatively small number of simulation draws is sufficient for well-
behaving likelihoods.
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One can argue that our case is different from the above mentioned
scenario and there is no need to normalize the system. The reason is that
we have implicitly already normalized the system by excluding other pos-
sible time use alternatives such as sleep. The ‘utilities’ in the choice are
expressed vis-a-vis sleep.

Furthermore it can also be argued that the identification is not a prob-
lem in our model because all our exogenous variables vary between indi-
viduals but parameters differ. Take, for an example, a yearly non-labour
income of a person: This is in contrast to modelling choice in multi-
nominal framework, where x’s vary but parameters stay the same. Indeed
Heckman and Sedlacek (1985) show that a single regressor varies over
individuals is sufficient for identification. This restriction guarantees the
identification of the model.

For the method of obtaining identification through maximization, Walker
(2001) points out that no general necessary and sufficient conditions for
identification exist for discrete choice models. She notes that in many cases
uncertainty regarding identification remains and even theoretically identified
models can have multicollinearity problems. She recommends conducting
some empirical verification tests like Monte Carlo experiments, using differ-
ent starting values, looking at the stability properties, etc.

Train (2003) summarizes a number of conditions to be checked
when using the GHK-simulator, which is used in our estimation. The
most important of these is the positive definiteness of the covariance
matrix. Cappellari and Jenkins (2003) note that the GHK-simulator
relies on the Cholesky factorization, which requires that correlation
matrix is positive definite in each iteration. This is checked each time
during calculations.

Some, but only a few, tests are available in this estimation context. Ha-
jivassiliou (2000) shows that especially Wald and likelihood ratio tests are
applicable in the simulation based multivariate probit and they are com-
putationally easy to derive. This makes it possible to resort to the stan-
dard hypotheses testing after the estimation of the model.

7 Results

We estimate a Tobit model for the time spent on active leisure and on
passive leisure separately. With both specifications we correct for cluster-
ing in case of households. As Wooldridge (2003, 133) notes, the data at
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hand have the simplest structure: a large population of relatively small
clusters. In this study the effect of clustering is corrected by calculating
modified sandwich estimators for variance.

For the unemployed and those taking care of the household the im-
puted wage rate is estimated by Heckman selection model. Also market
hours of work are included in the estimation and they are imputed in
order to cotrect potential endogeneity problems."

The estimation results are given in table 9. Our main result indicates
that there is a link between education and increased time in active leisure,
accompanied by a decrease in the passive leisure.

Table 9 Tobit Estimation Results
Male Female Male Female
Active Active Passive Passive
Leisure leisure Leisure Leisure
Net wage rate 0.562 0.897 0.692 -0.958
(0.594) (0.363) (0.430) (0.245)
Yeatly nonlabour income -0.029 -0.351 -0.122 0.264
(0.879) (0.143) (0.447) (0.189)
Age 35-44 -2.536 -1.869 4.357 29.164**
(0.877) (0.892) (0.752) (0.012)
Age 45-54 9.834 17.493 1.304 21.884
(0.649) (0.348) (0.943) 0.161)
Age 55-64 -5.845 7.868 35.587 20.996
(0.825) (0.737) (0.110) (0.285)
Secondary schooling 26.073%*% | 3() 378%H* -19.462%* -20.926%F*
(0.007) (0.000) (0.017) (0.004)
University 40.287** 24.903* -32.717%* -20.284*
(0.027) (0.081) (0.032) (0.088)
Rural 10.945 7.567 5.522 11.779*
(0.283) (0.367) (0.519) (0.094)
Countryside -13.773 -6.043 -2.472 4,323
(0.165) (0.463) (0.760) (0.531)
Number of children -10.288%Fk | -10.694*** -6.408** -17.482%%*
(0.005) (0.002) (0.037) (0.000)

15 For details of the procedures please refer to the introductory chapter in this thesis.
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Market hours -1.226%** -0.382%kk -0.737%¢¢ -0.437 %%k
(0.000) (0.000) (0.000) (0.000)
Weekend 91.049%kk | 71 844%%* 75.21 kK 37.176%%*
(0.000) (0.000) (0.000) (0.000)
Winter 0.759 -4.068 13.213 19.248*%*
(0.940) (0.632) 0.116) (0.007)
Summer -4.008 12.117 -25.906% ¢ -15.134%
(0.696) (0.154) (0.003) (0.034)
Fall 8.122 -6.627 -13.662 -5.382
0.411) (0.428) (0.100) (0.443)
Disabled -4.422 9.750 11.595 -8.402
(0.602) (0.149) (0.104) (0.139)
Constant 80.024 48.098 102.763** 173.726%%*
(0.149) (0.248) (0.028) (0.000)
Observations 1544 1544 1544 1544
Log likelihood -9143 -9230 -8978 -8723

p values in parentheses
* significant at 10%; ** significant at 5%0; *** significant at 1%

For both genders, the amount of active and passive leisure responds
in completely opposite manner to changes in educational variables. The
higher the educational level, the less time is spent on passive leisure and
the more time is spent on active leisure. Interestingly, neither net wage
rate nor non-labour income is significant in explaining the time allotted
to active versus passive leisure. This could be taken as evidence that it
is preference factors more than factors of productivity which affect the
time spent on active versus passive leisure.'’

The hours of market work diminish the time spent in both active
and passive leisure. Also the number of children decreases the time
spent on both active and passive leisure by both genders. Living in a
rural area increases passive leisure for women. As expected there is a
significant increase in the time spent in both active and passive leisure
during a weekend.

16 Indeed, there exists a potential endogenity problem. What if those who enjoy active
leisure in the first place obtain a higher educational status. Then this same result
would apply but the causality would be reversed.
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Summer has a negative effect on passive leisure. However, seasons do
not have an effect on the amount of active leisure. This means that ac-
tive leisure categories do not exhibit seasonal variations and approxi-
mately same amount of active leisure is spent regardless of the time of
the year.

We also estimate a Tobit model with a narrowly-defined active leisure
as a dependent variable. This narrowly-defined active leisure excludes all
social and sport activities and all those cultural activities that can be
watched on TV. The estimation results are presented in Appendix 1. Our
results do not change much with this definition of active leisure. Inter-
estingly the number of children becomes significantly positive in explain-
ing time use in this narrowly-defined active leisure.

Table 10 Summary of Diagnostic Tests for Tobit Estimations
Pagan-Vella Perigbon Smith-Blundell
Conditional link test Exogenity test
moment
Test Prob > Hat*2 | P-value| Test P-value|
Value Chi2 Value
Active Male 74.844 0.000 -3.07 0.002 0.158 0.692
Female | 137.350 0.000 -0.79 0.463 3.072 0.080
Passive Male 38.733 0.000 -0.83 0.404 5.046 0.025
Female | 48.849 0.000 0.28 0.782 6.115 0.014

Pagan and Vella’s (1999) conditional moment test for the normality
of errors in Tobit estimation is rejected in each case. This is normal
because the test is quite sensitive to an increase in sample size. The
Pregibon (1980) link test for functional form misspecification is passed
in all other cases and in active leisure for males."” These tests are pre-
sented in Table 10 for active and passive leisure and in Appendix 2 for
the active leisure. Smith-Blundell test of exogenity is conducted for net
wage rate. Only in the case of male active leisure is exogenity test

passed.

17" In most of the papers Ramsey’s RESET-test is used instead of Pregibon’s link test.
However, this was not available after Tobit estimation.
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Table 11 Change in Time Use by Different Demographic Factors (in

minutes)
Active leisure Passive leisure
Male | Female Male Female

Mean time use in activity 136 140 140 107
Age 35-44 * * * +29
Market work hour -20 -24 -42 *
Secondary schooling +26 +30 -19 -21
University +40 +25 -32 -20
Each child -10 -11 -6 -17
Weekend +91 +72 +75 +37
Winter * * * +19
Summer * * -26 -15

* = not statistically significant

Next we turn to Tobit marginal effects of different variables on the av-
erage time use in active leisure. These effects are calculated from the fitted
values of y with sample mean values. The effect of some of the demo-
graphic variables is given in table 11. The predicted time per day in active
leisure is 2 hours 16 minutes for a male with basic education. Having a
university degree rises this time by 40 minutes, almost 30 percent more. A
woman with basic education has daily active leisure time totalling 2 hours
20 minutes and university degree raises this figure by 25 minutes.

Passive leisure decreases with education. For university educated men,
the daily decrease in passive leisure is little over 32 minutes and for
women 20 minutes. Each child decreases their parents’ time for both
active and passive leisure on average 10 minutes per day.

Weekend has a strong effect on both active and passive leisure. Men
increase active leisure by one and half hours during weekends and
women by one hour and 12 minutes. Also passive leisure increases but
more moderately.

Interestingly, seasons have a strong effect in Finland on the time de-
voted to passive leisure. In case of men, passive leisure decreases by 26
minutes as winter becomes summer and in case of women by 35 minutes.
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The use of different and sometimes conflicting definitions in earlier
studies makes the comparison of our findings difficult. In their demand
system for time use Kooreman and Kapteyn (1987) use three leisure
activity groups: organizational activities and hobbies and sports and en-
tertainment and social activities. Activities that are clearly active. The
third category had both passive elements like watching TV and listening
radio, but also active elements like reading a book. However, as watching
TV is the single biggest time use category, we consider Kooreman and
Kapteyn’s last category to represent passive leisure.

Our results on the effect of education on the demand for active leisure
are partly at odds with Kooreman and Kapteyn. Their result indicates
that the educational level of male increases passive leisure but decreases
entertainment and social activities. The opposite effect is observed for
the educational level of females. Male education also has no effect on the
organizational activities, hobbies or sports, but female education does
have a small positive effect on these as well. We obtain similar positive
effects for active leisure in case of both females and males and negative
effects for passive leisure.

Table 12 Simulated Multivariate Probit Estimates of Participation in
Various Activities

Culture Sport Organiza- Voluntary
tions work
Net wage rate -0.019 0.013 0.030 -0.001
(0.0106) (0.014) (0.025) (0.011)
Yearly non labour 0.002 0.011 gt -0.250 0.002
income (0.025) (0.006) 0.162) (0.003)
Age 35-44 -0.092 -0.089 -0.305 -0.135
(0.237) (0.198) (0.214) (0.160)
Age 45-54 -0.174 -0.370 -0.491 R -0.224
(0.304) (0.267) (0.270) 0.213)
Age 55-64 -0.052 -0.136 0.160 -0.268
(0.390) (0.354) (0.102) (0.274)
Secondary schooling | 0.213 ot 0.158 0.079 0.007
0.117) 0.112) 0.175) (0.099)
Academic degree 0.941 R 0.128 0.391 0.048
(0.247) (0.206) (0.123) (0.182)
Rural -0.104 -0.126 -0.015 0.135
(0.147) (0.140) 0.111) 0.112)
Countryside -0.277 b -0.228 ks 0.158 -0.001
0.139 (0.125) (0.107) 0.114
Female 0.161 0.760 gats 0.199 -0.041
0.211) (0.181) (0.150) (0.153)
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Number of Children | -0.010 -0.088 0.053 -0.071
(0.056) (0.055) (0.041) (0.045)
Winter 0.195 -0.094 -0.277 i -0.053
(0.133) (0.140) (0.110) 0.112)
Summer -0.080 0.077 -0.384 it 0.208 i
0.139) (0.137) (0.110) 0.115)
Fall -0.026 -0.007 -0.361 i 0.119
(0.135) (0.132) (0.108) (0.1106)
Hours of Market 0.001 0.001 0.012 -0.004 R
Work (0.002) (0.002) (0.0806) (0.001)
Health problems 0.121 0.190 & 0.060 0.209 R
0.115) (0.112) (0.087) (0.080)
Constant 2.155 i 0.216 -2.090 i 0.635
(0.827) (0.729) (-0.595) (0.597)
Obs. 1544 1544 1544 1544
a21 0.973 rho21 0.750
a3l 0.424 rho31 0.400
1 0.390 rhod1 0372
032 0.312 rho32 0.303
2 0.342 rhod42 0.329
43 0.253 rho43 0.248
Log pseudo- -1 507 080
likelihood
Likelihood test that all rho = 0: Chi2(6)= 300000 Prob > chi2 = 0.000

Also Biddle and Hamermesh’s (1990) result for men on the realloca-
tion of time from sleep to other leisure and housework, while market
work hours stay the same, can be interpreted as an allocation from pas-
sive leisure towards active leisure. In the case of women, the market
work hours respond more, so a clear comparison cannot be made. These
effects have an impact only through wage rates as educational variables
are not used in their estimation. Therefore, their results could be due to
the correlation of wage rate with educational variables, which overlooked
unobservables.

The next step in our investigation is to look for the composition of ac-
tive leisure by using information on whether certain activities have been
performed during the last 12 months. Multivariate probit model is esti-
mated with simulated maximum likelithood. The estimation results are
presented in table 12.



179

The only effect of educational variables is that educational level
degrees have a very significant and positive effect on the probability
of a person participating in cultural activities. Net wage rate has no
effect and yearly non labour income affects only the propensity to
engage in sports. Being female increases very significantly the prob-
ability of doing sports as does having health problems. Being be-
tween 45-54 years of age has a negative effect on participation on
organizational activities.

Interestingly, hours of market work has no explanatory power in equa-
tions explaining participation in cultural activities, organizational activi-
ties or sports. However, it has a negative effect on the volunteer work.
Organizational activities are sensitive to seasonal variations as all other
seasons except spring had negative effect. Volunteer work increases dur-
ing the summer period.

Additional information on the links between different activity groups
can be inferred from the correlation coetficients between different equa-
tions. These correlations coefficients give an indication how the un-
measured background variables affect the probability to participate in
different activities. The highest correlation, 0.75, is between culture and
sport, implying that there is higher probability to observe same people
engaged in sports and in cultural activities. The lowest correlation, 0.25,
is between organizational activities and volunteer activities. These activi-
ties can be regarded as mutually exclusive so that highly educated people
are more active in organizational activities and the lower-educated are
more active in volunteer activities.

Using our estimations, we predict the various probabilities of partici-
pating in a given activity by educational groups. As a whole there is 16
percent probability of a person with basic education that he will par-
ticipate at least once in all these activity groups: sports, cultural activity,
volunteer work or organizational activity. For a person with university
education the probability rises to 27 percent. There is a 6 percent prob-
ability for a person with basic education of not having done any of
these activities. For a university educated person, the probability is
merely 2 percent.

With regard to the individual activities, the probability of participating
once in cultural activity during the last 12 months is 82 percent for a
person with basic education and 95 percent for a person with university
education. Corresponding probabilities on the part of sports are 83 and
91, respectively. For organizational activities probability increases from
26 percent to 39 percent with the move from the elementary educational
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level to the university level. For volunteer work the increase in probabil-
ity is 2 mere 1 percent: from 63 to 64."

8 Conclusions

The finding of this study is that educational level, as a proxy for human
capital, affects the choice of leisure more than economic factors. Look-
ing at the impact of education on the quality of leisure, increased educa-
tional levels induce an increase in the time spent in active leisure. More-
over, the amount of time used in passive leisure decreases with the level
education. However, income variables do not have a statistically signifi-
cant effect on the amounts of time used in different activities.

This phenomenon can be explained by the fact that spending time in
active leisure is driven more by educational factors than the quest for
higher wages rewarded for increased productivity of a person. This result
points to same direction as Fahr’s (2004) observation that the amount of
productive leisure is more a reflection of preferences than a matter of
economics variables.

We conduct our empirical study by investigating the amounts of active
and passive leisure and their determinants by using the Tobit model.
There is very strong positive association between the level of education
and the time spent doing active leisure and a strong negative association
between level of education and passive leisure even when holding market
work hours constant.

An additional attempt to study the effects of education on the time
use in leisure is done with information resulting from the interview part
of the time use survey. The probabilities of participating in cultural ac-
tivities, volunteer work, organizational activities or doing sports are as-
sessed by using a multivariate probit model. Even among these modes of

® Itis not possible to correct for clustering by household level with the multivariate
probit estimation method. Therefore, we compare our multivariate probit estimates
to individual probit estimates of each individual category corrected for clustering by
households. There is very little change on the parameter estimates: the signs and
significance of parameters stay the same. Only difference is that dummy for ages
45-54 is significant for individual probit estimates for volunteer work and cultural
activities.
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time use, which can be categorized as active, education plays a significant
role along with gender. It is much more likely for a highly educated per-
son to participate in these activities than for a person with basic educa-
tion even when controlling for market work hours.

There are marked gender differences in the time spent in active leisure.
Women spend proportionally more time in active leisure than men. Men
spend more time in out-of-house active categories and women spend
more time than men in social activities within and between households.
Within active leisure women are likely to spend more time even in physi-
cal exercise than men.

It seems that an increase in human capital has quantitative and qualita-
tive effects on time use. The more educated a person is, the more active
in his time use vis-a-vis a person with a lower education. This can be
interpreted to signify that the polarization to those who have and those
who have not are also at work during the time for leisure.
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Appendix 1 Estimation Results for Narrowly
Defined Active Leisure by Gender

Male Female
Net wage rate 2.492 1.738
(0.205) (0.315)
Yearly nonlabour income 0.542** -1.033
(0.047) (0.335)
Age 35-44 -31.269 -19.633
(0.302) (0.413)
Age 45-54 -10.840 -6.246
(0.787) (0.849)
Age 55-64 -43.327 -6.655
(0.389) (0.873)
Secondary schooling 38.348** 79.947HK%
(0.046) (0.000)
University 59.558* 75.181%F
(0.082) (0.005)
Rural -28.563 4.357
(0.129) (0.761)
Countryside -27.624 -0.774
(0.132) (0.639)
Number of children 16.163** 13.804**
(0.012) (0.045)
Market hours -0.689%** 0.062
(0.004) (0.637)
Weekend -4.210 4.570
(0.744) (0.658)
Winter 24.210 6.496
(0.176) (0.650)
Summer -17.147 -32.071%*
(0.367) (0.036)
Fall -0.602 -4.673
(0.973) (0.742)
Health problems 13.961 27.958**
(0.361) (0.016)
Constant -361.170%+* -306.631#+*
(0.001) (0.000)
Observations 1544 1544

p values in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%
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Appendix 2 Summary of Diagnostic Tests for
Narrowly Defined Active Leisure

Pagan-Vella Pregibon Smith-Blundell
Conditional link test exogenity test
moment
Test Prob > Chi2|Hatsquart Prob>|t| Test P-
value value value
Active narrow Male 20.399 0.000 -0.73 0.463 3.719 0.054
Female 9.537 0.008 -0.37 0.709 -3.096 0.789
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Appendix 3 Distributional Plots of Active and
Passive Leisure
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ESSAY 4.

More than Two Hands: Is Multitasking
an Answer to Stress?

Abstract:

Time stress is the subjective experience of not being able to do all the de-
sired or expected activities in a given time. Multitasking could be a re-
sponse to the time stress experience. Concentrating on the multitasking in
a housework and leisure, we investigate the factors that determine whether
multitasking is done and the amount of it. The principal determinant for
multitasking seems to be the amount of human capital. We look at the
effect of rush on the incidence of multitasking. We find evidence that in
some cases rush during a day has a negative impact on the amount of mul-
titasking and experience of rush generally has a positive impact. Net wage
rate, which is the shadow price of time, has a negative impact on the
amount of multitasking, even when controlling for market work hours.

1 Introduction

Multitasking occurs when a person performs many activities at the
same time. An example of this is a mother who cooks dinner while
minding a child. Within time use surveys there exists extensive infor-
mation about multitasking, and this information has been largely un-
explored. In time use surveys a respondent usually records a secon-
dary or even a tertiary activity in addition to a primary activity in the
diary sheet. This information can be used to examine the extent of
simultaneous time use within households. How often are the activities
performed solitarily and how many times simultaneously? Is leisure
mixed with housework and how much?

It is surprising to note that many of the standard treatises in time use
merely mention secondary activities, but do not analyze them further.
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When discussing time use trends in the United States, Robinson and
Godbey (1997) hypothesize that Americans are better than people from
rest of the world at doing many things simultaneously, but give no evi-
dence on their claim. Gershuny (2000) mentions the recording of multi-
ple activities, but does not analyze the data in his review of post-war time
use.

One reason for this is the fact that even through many time use sur-
veys have information on secondary activities, the variability is large. For
example Gronau and Hamermesh (2001) report that there are great
variations in different national datasets on the amount of multitasking.
For example, the Australian Time Use Survey from 1992 reports secon-
dary activity only in 5 percent of the time use records. The Swedish
HUS data from years 1993-94 gives a secondary activity in less than third
of the time-periods during the day. In Germany secondary activity is
reported in 95 percent of the time-periods.

In contrast to multitasking, work-related stress has commanded a lot
of attention from researches. In addition to the work place, lack of time
and rush can cause stress during off-work hours. This is called time-
stress. The adverse effects of a demanding market work and housework
have been studied in the double burden literature. Other than that,
economists have not studied time stress very much. A notable exception
is the Hamermesh and Lee (2003) paper, where they try to determine
whether people with higher education experience more stress.

Does multitasking mean that a person has a choice or is forced to do
many things at the same time? In the double burden literature, for exam-
ple Bittman and Wajcman (1999) argue that multitasking means that
women have to do more tasks than men and that multitasking lowers the
quality of women’s time. In this paper we challenge their claim and argue
that multitasking is a normal response to time pressure and most of the
time multitasking introduces elements of leisure into the passage of time.

When a person expetiences time stress, he/she responds in a number
of ways. One possibility is to do activities in shorter period of time. The
other response can be the attempt to do many activities at the same
time." This possible link between stress and the amount of multitasking
has not been explored. Increased time pressure can cause people to
economize their time use and by engaging in multitasking.

1 These two responses has been named time-deepening by Robinson and Godbey
(1997).
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There is some evidence to suggest that women do more multitasking
than men. According to claims in the literature, taking multitasking into
account when looking at housework and leisure gives a more negative
picture of gender equality. As women do more multitasking during their
leisure time, their leisure is in effect of lower quality than male leisure.
Women also experience more interruptions during their leisure than
men.

If multitasking is a method of coping with stress, then the greater
amount of multitasking by women can be explained by their greater ex-
periences of stress. If multitasking effectively solves the problem of the
lack of time, then the gender question must be inspected in a new light.
What seems to be an inequality problem can be interpreted as a rational
response to different experiences of stress.

In this essay we estimate whether different measures of stress can ex-
plain the amount of multitasking done in the household during periods
of housework and leisure. Our estimation is done using Finnish Time
Use Sutrvey from year 1999/2000 which has information on both the
primary and secondary activities and also detailed income data that were
merged into the original dataset. Because of the high recording rate for
secondary activities, this information is especially suitable for studying
multitasking.

Stress lowers the quality of life. Multitasking makes it possible to do
many things at the same time. In this way it eases the time constraint, a
primary cause of stress. By examining how multitasking is linked with
stress, one can see more clearly the interaction of these two phenomena.

2 Defining Multitasking

It is difficult to define what multitasking means.” Usually it has been de-
fined as doing many distinct activities in the same time period. There are
two components in this definition: both the categorization of activities
and the time frame used.

2 In this paper the word ‘multitasking’ is used to describe activities that are done at
the same time. However, this phenomena has many names. Other terms found in
the literature are ‘overlapping activities’, “parallel activities’, ‘joint production’, “poly-
chromic time use’, ‘concurrent activities’ etc.
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The estimates of the amount of multitasking depend on the level of
aggregation used in categorization of activities. As Ironmonger (2003)
points out, cooking and child care are two different activities that can
be done at the same time. However, if these are recorded under
‘household chores’, then the incidences of multitasking become lost.
The more detailed the list of separate activities, the more evident multi-
tasking will be.

The time frame also has a bearing. If time use is looked at for very
long time intervals, then more multitasking is recorded than in the case
of short time intervals.

Juster and Stafford (1991) claim that different activities are usually
performed sequentially rather than in parallel. According to them, if
the measuring grid for time were fine enough, secondary activities
would disappear. This assertion cannot be tested with our data. Al-
though different time use surveys have used different lengths of basic
periods, all of them have been adequately long as to give rise to mul-
tiple activities.

The nature of activities has also a bearing on multitasking. Pollak
(1999) proposes the division of simultaneous activities into two dif-
ferent categories: parallel and on-call activities. Parallel activities are
two independent activities done simultaneously, as for example driv-
ing a car and listening to radio. On-call activities are those with lim-
ited options for doing other things because the one activity con-
straints the other. Usually the other activity is related to the care of
another person. An example is cooking while watching a sleeping
child. On-call activities have a stochastic time demand not found in
parallel activities. Pollak notes that parallel activities are easy to aggre-
gate but on-call simultaneous activities are hard to define and measure
sensibly.

All these aspects of defining multitasking introduce some vagueness
to the resulting categorization. In this study, we follow Statistics
Finland’s survey schema. The list of activities is quite disaggregated:
158 different activities. This increases the likelihood of recording many
activities at the same time. The list of possible activities has both paral-
lel and on-call activities in the sense of Pollak. Therefore the range of
activities is large and this further increases the possibility of multiple
activities occurring. And finally, the ten minute interval used guarantees
that there are episodes of multitasking in the diaries.
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3 Defining Stress

In their survey of the development of stress research, Cooper and Dewe
(2004) note that the study has been plagued by the confusing use of the
term throughout its history. They note that there has been a wide varia-
tion in specific uses, definitions, and purposes to which the term “stress”
has been applied.

Stress is usually connected to the lack of necessary means to accom-
plish a desired goal. The concept of stress has been historically linked to
market work, and the study has its origins in the organizational health
psychology.” Only lately has stress been connected with leisure as well.*
The term has been associated with the time crunch and gender equality
aspects of the time use during off-work hours.’

As we are interested in stress during leisure, the more suitable term
would be ‘time stress’ to distinguish it from the work stress. “Time stress’
is the term used also by Hamermesh and Lee (2003). Naturally stress in
the workplace and at home are linked. The length of day, the mental and
physical demands from the job, and the pace in the workplace can spill
over to leisure time.® However, this need not to be inevitable.

Time stress can be defined in various ways. Hamermesh and Lee (2003)
define it as “physical, mental or emotional strain or tension.” Piekkola
(2003) gives an operational definition, defining stress as the simultaneity of
three conditions: health problems, rush and double burden.

Piekkola (2003) notes from Finnish data that in younger age cohorts
there is no correlation between indicators of stress and the length of the
work day, but in older age groups there is a clear link between the two.
Moreover, it seems that one cause of work stress is not the length of the
day per se, but the difference between the desired hours and the actual
hours of work. According to Piekkola (2003) there is a clear correlation of
the feeling of rush and the disparency between desired and actual hours.

3 Cooper and Dewe (2004) is an excellent survey of the development of the research
field.

* One can naturally question, whether the use of the concept of stress to describe feel-
ings of anxiety and pressure during a leisure time is an appropriate use of the term.

5 An example is Bittman and Wajcman (1999).

¢ For example Robinson and Godbey (1997) report on the National Center of Health
Statistics survey where respondents were asked if they had experienced stress during
last two weeks or a year. This question related not just to work but to the individ-
ual’s overall life situation.
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It should also be remembered that in Finland for example, work place
surveys show that over 85 percent of workers are satisfied with their
work and 80 percent think that their skills are sufficient in comparison to
the demands of the job. This seems to imply, therefore, that there can be
independent causes for off-work stress and the stress at work can coexist
with unstressed leisure time or vice-versa.

As Cooper and Dewe (2004) note, it is possible to clinically measure
stress by examining the level of the stress hormones, adrenaline and nona-
drealine, in the urine. In social sciences, however, the subjective assess-
ments are the base for measuring stress. In time use surveys, stress can be
measured by looking how people have responded to a set of questions.

Time stress could be defined as the subjective experience of not being
able to do all desired or expected activities in a given time. It has to do
with the ability to cope with time pressure. Because time stress is difficult
to measure, time use studies do not pose stress-related question directly.
Instead, a set of questions usually asks about those aspects of time use
that give rise to an experience of stress. In Eurostat guidelines for har-
monised time use surveys (HETUS) three questions are used as proxies
for stress: (i) How often does the respondent feel rushed. (i) Does the
respondent feel time pressure during weekdays, and (iii) does the re-
spondent feel rushed during the diary day that he/she has completed.
Whether these questions are able to indicate the presence of stress is,
naturally, open to criticism.’

Even in an identical situation, two people can experience different lev-
els of stress. Stress can also depend on age. Piekkola (2003), for example,
notes that people aged 45-54 report more stress than other age groups.
There can also be socially accepted conventions of complaining about
stressful situations. For example Robinson and Godbey (1997) point out
that in the United States the amount of leisure is usually regarded to be
much less than what is revealed in time use studies.

There has been an indication that the feeling of stress has increased
in most of the Western countries over the time it has been measured.
This might be changing. Referring to the 1995 time use study follow-up

7 A question related to time stress, although not measuring it directly, asks a respondent
to name the activity on which the respondent would like to spend more time, if possi-
ble. Pddkkonen and Niemi (2002) report the responses from working parents with
children under seven years of age, who said that they suffered from lack of time.
Slightly over 20 percent would like to do more sports and approximately 20 percent
would do more housework. Reading more was the third most popular alternative.
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Robinson and Godbey (1997) note that in the United States the share of
those reporting stress has declined during the1990’s. This is evident
across all socio-economic groups. Women still experience more stress,
but the gap in reporting stress between men and women has narrowed.

We use both the indictor for the general feeling of rush and the feeling
of rush during the diary day as indicators of stress. Naturally, these are
imperfect proxies for stress. However, with a positive response to these
indicators, a respondent is stating that in his various life situations there
are some symptoms which can be linked with stress.

4 Previous Literature

There are three strands of literature relevant for studying the link be-
tween multitasking and stress. The first concerns the incidence of stress,
the second the determinants of multitasking and the third the related
gender questions.

4.1 Stress Literature

Hamermesh and Lee (2003) propose a model on the determination of
stress. However, they do not include the multitasking aspects of the
stress. By constructing a Beckerian household production model, they
argue that the feeling of stress is linked to the shadow price of time. As
people have more income, they can buy more things. But consumption
takes time, which people have in a fixed quantity. This creates time
stress: inability to consume what money can buy. The increase in income
raises the shadow price of time. They argue that that this increase in
shadow price of time will add to the feeling of stress. In contrast, all the
factors which decrease shadow price of time should decrease stress, such
as an advanced efficiency in household production

In the empirical part of the Hamermesh and Lee paper data on in-
come are linked to the respondents’ declaration of stress. They used data
from Australia, Canada, Germany, Korea and United States. The Austra-
lian, American and German data were household panels, which did not
have information on the daily time allocation, while the Canadian and
Korean data were time use surveys, which also had information about
feelings of stress.
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They found support for their hypotheses: people with higher income
experience more stress. Moreover, women experience more stress than
men and the presence of children increases stress. In addition, when one
spouse is stressed so is the other.

Ehling (1999) studies the incidences of stress and time pressure using
German Time Use Survey from the years 1991/92. Out of a set of ques-
tions describing the incidences of stress he constructs an index of stress,
which is then linked to a set of explanatory variables using discriminant
analysis. He observes that full-time employees, those aged between 30-
45, and those with young children have the highest incidences of stress.

4.2 Literature on Multitasking

There is a surprising lack of literature on estimations of the time used in
multitasking. In one of the few studies available Floro and Miles (2001)
look at the determinants of housework, shopping and volunteer work as
a secondary or tertiary activity utilizing the Australian National Time Use
Survey from the year 1992.

Floro and Miles concentrate only at secondary and tertiary activities in
connection to housework, shopping and voluntary work. Other secon-
dary or tertiary activities, like leisure, are not investigated. This means
that leisure as a secondary activity while doing some housework as pri-
mary activity is excluded from the analysis.

In Australian Time Use Survey over a third of all time periods had at
least one other simultaneous activity reported by those that recorded
some activity. In these cases, when the quantity of housework, shopping
and voluntary work done as a secondary or tertiary activity is included in
the time use of these activities as a primary activity, the total time use for
these specific activities rises by 25 percent.

Floro and Miles note that twice as many women than men report do-
ing additional housework, shopping or voluntary work as an extra activ-
ity. Also child care is done more by women both as a primary and sec-
ondary activity. Depending on the weight used for these additional ac-
tivities, the time spent on child care by women becomes either twofold
or threefold. For men the time spent with children increases four and
half fold or doubles. The total hours spent by women doing more addi-
tional activities, if calculated mechanically, increases 44 percent. For men
the increase is around 20 percent.
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Floro and Miles (2001) estimate five different Tobit equations in order
to explain the determinants of housework, shopping and volunteer work
as secondary activities. In this framework the decision whether or not to
engage in multitasking and how many hours involved cannot be sepa-
rated: it is assumed that the same variables affect both decisions in a
similar manner. Their basic model explained multitasking with gender,
age, education, children and income. This basic model was subsequently
enriched by a dummy for work at home, health condition of children,
multiple jobs and employment status.

According to their result, the time used in these secondary activities is
mostly gender related. Women do more housework, shopping and volun-
teer work than men. Age reduces while the number of children increases
the time used in these activities. The level of education also increases time
spent in these activities. However, income decreases the time used in
housework, shopping and volunteer work, especially after a certain thres-
hold. Interestingly the unemployed, part-time workers and people not in the
labour force seem to do more of these activities than the fully employed.

The problem in Floro and Miles (2001) study is that the dataset did
not match primary and secondary activities with each other. There is
information on the aggregate amount of different activities but no details
as to what secondary activity was done in connection with a given pri-
mary activity.

4.3 Gender Aspects

Multitasking can also be studied from the gender perspective. Bittman
and Wajcman (1999) look at the gender equality implications of multi-
tasking within households. They argued that there are qualitative differ-
ences between the leisure time of men and women. These differences are
manifested in two factors: The amount of secondary activities done in
addition to leisure and the length of uninterrupted leisure that spouses
are able to enjoy.

Bittman and Wajcman concentrate on the leisure as the primary activ-
ity and divided secondary activities into leisure, market work, housework,
and personal care. As indicators of the quality of leisure they use the
duration of the longest leisure episode and the number of leisure activity
periods within a day.

A third criterion is the presence or absence of children. The absence of
children is considered to result in higher quality leisure. This is surprising
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as most of the datasets with information on the enjoyment of different
activities show that time spent with children is ranked very high.”

Their dataset is 1992 Australian Time Use Survey where they selected
a sample of 9544 persons. A secondary activity was reported for half of
the leisure time. A third of the secondary activities combined with leisure
were also leisure related activities. When housework was a secondary
activity, 70 percent of that housework constituted child care.

The data on time use showed that men had slightly more leisure with-
out secondary activities than women. Women had more leisure which
was combined with housework than men, and men had longer periods of
unbroken leisure than women. In most cases the presence of children
was the key determinant of the amount and structure of spousal leisure.

Piekkola (2003) investigates with data from the Finnish Time Use Sur-
vey from 1999/2000 Bittman and Wajcman’s observation that there is
discrimination in the time use between spouses. He shows that the total
uninterrupted leisure is of the same duration for both males and females
in Finland. Also the claim that women do more activities than men was
not supported with Finnish data if only leisure is considered.

Another way to look at the gender inequalities in time use is employed
by Phipps, Burton and Osberg (2001). Using self-reported satisfaction
with time for oneself found in the Canadian General Social Survey from
year 1990 as a dependent variable they explain the satisfaction measure
with working hours, income, number of children, share of income, edu-
cational level, age and demographic variables.

Their results indicate that an individual’s dissatisfaction with time for
oneself increases with the market work hours for both genders. The
presence of children lowers the satisfaction with own time for women
and also for men but to less extent. Income, although significant, has a
very limited impact on the satisfaction with time for oneself.

The results of Phipps, Burton and Osberg can be taken to measure the
opposite element of stress, the satisfaction with time. Therefore their
results could be interpreted to provide some indirect measures of the
variables that decrease time stress. However, their result that the pres-
ence of children lowers the satisfaction with own time is surprising be-
cause there is evidence from Sullivan (1996) and Hallberg (2003) that
time spent with children is usually rated very high.

8 See for example Sullivan (1996).
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The literature thus points to varying conclusions. There seem to be
a number of factors that increase the likelihood of stress and dissatis-
faction with time, ie being a woman, having long working hours and
having children. If full time employment brings high income, then
Hamermesh and Lee’s finding of the relationship between income
and stress is not surprising. Interestingly, the same profile is at the
centre of the double burden literature on the gender inequality. And
indeed, this profile is the same for those that have a high incidence of
multitasking. The connections between stress and multitasking will be
studied next.

5 Model

In this paper multitasking is studied by adopting Hamermesh and Lee’s
(2003) model on the determination of stress. The model is as follows:

Household’s utility function has two additively separable subutility func-
tions: one for household consumption U and one for market work 1.

U(Zl,Zz)+V(lf,Zm)

where Z, (/=1,2) are basic commodities and / and /, are the hours of
market work by the wife and husband, respectively. Basic commodities
in a Beckerian sense are produced by household production function

Z, :Zi(Tiin)a i=12

where T is the time and X are the commodities used in producing basic
commodities.

The household production process is assumed to be first order ho-
mogenous with fixed coefficients

T =tZand X, =b,Z fori=12.

The household faces a budget constraint Z pX, =lLw,+lw +1

where ,1s the wage rate of the husband, », is the wage rate of the wife,
I'is the non labour income, and p;,is the price of the commodity 7.

Households also face time constraintZ]} =T-1, —Z ‘-
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The household maximization problem then becomes
U()+V ()+u(w,d, +wd, +1-phZ - p,bZ,)+A(T~1,~1,~4,Z,~1,Z,)

where p is Lagrangian multiplier to the budget constraint and A to the
time constraint. Hamermesh and Lee concentrate their investigation on
the Lagrangean multiplier A of the time constraint, which can be taken as
the shadow price of the time. In all cases:

oA
oT
which means that an increase in time reduces the feeling of stress. It
should be noted that as the day has a fixed number of hours, relaxation
of the constraint is to be taken to mean any procedure that adds to the

effective time available like growth of productivity achieved, for exam-
ple, through multitasking.

<0

b

The additional conditions in order for the following results to hold is
that the value of home time must increase more in response to an in-
crease in unearned income than the value of time in the market and one
of the spouses has fixed market work hours.

This can be represented as:
WfUnUzz <Vy [pzbztzUn + p1b1t1U22] .

In this case

%>O,ﬁ>0 and 8_/1>0
ol ow 6wf

m

b

which means that an increase in non-labour income or wage rates should
increase the feeling of stress. When the assumption of fixed market work
hours is relaxed for either spouse, the results turn ambiguous.

We propose to use the incidence of multitasking as a response to time
constraint. People who experience a high shadow price of time should
try to extend the time available by doing more things simultaneously.
Therefore an increase in net wage rate, the feeling of rush and time-
pressure should increase the occurrence of multitasking. Whether this is
the case is studied next with Finnish data.



201

6 Sample

The dataset used in this study is the Finnish Time Use Survey 1999/
2000 by Statistics Finland. The data were collected according to the
Eurostat guidelines for harmonized European Time Use Surveys dur-
ing years 1999-2000 and resulted in time use data for 10561 days. A
sample taken included 15-year old Finns and every person over 10
years of age from the same household was interviewed and asked to
keep time use diaries for two days consisting of one weekday and
weekend day.

The final sample had 5224 individuals who had both responded to the
interview and kept diary for two days. A subsample of households where
adults were between 18 to 65 years of age is selected. Both adult mem-
bers of the household have to be either employed, unemployed or taking
care of the household.” This gives a sample of 784 households with 1568
adult members. The net wage rate for all the sample is derived by esti-
mating Heckman selection model. An estimate of hours of work is im-
puted for each person."

Table 1 gives descriptive statistics for the sample used in this study.
The average age is 43 years for males and 41 years for females. The
households have on average only one child. The imputed hourly wage
rate is calculated by Heckman’s method. The imputed hourly net wage
rate is 9.5 euros for males and 8.1 euros for females. The males have on
average annual non labour income of 1 183 euros and the females had
809 euros per year. In the sample 96.2 percent of males and 83.3 percent
of females are employed. Just 3.4 percent of the males are unemployed
and 7.0 percent of the females. Only 0.4 of males and 9.7 percent of the

women are homemakers.

Some coding conventions were used by Statistics Finland when trans-
ferring primary and secondary activities into data records. If a subject

Some technical deletions are made: these include households with missing diaries,
with inconsistent information on the number of children, with two adults of same
sex, or with married status but living separately. Also excluded are thos working
full-time but having no fixed working schedule. Also households are excluded with
missing income vatiables, which have hourly wage-rates clearly resulting outliers and
households where members have negative work-experience. Also people who hold
two jobs are excluded as well as households where some children are also working.
For detailed information see introductory essay in this theses.
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Table 1 Descriptive Statistic for the Sample
Male Female
Net hourly wage rate (euro) 9.5 8.1
Non labour income (euro) 1183 869
Age 43 41
Number of Children 1 1
Basic schooling 24.5% 20.0 %
Secondary schooling 41.6 % 40.6 %
University level schooling 33.9% 39.4 %
% employed 96.2 % 83.3 %
% unemployed 3.4% 7.0 %
% homekeepers 0.4 % 9.7 %
n=784 n=784

recorded two activities as a main activity, a selection was performed. If
one activity seemed to result from the other then the primary activity
was designed as the main activity. If two independent activities were
given, the first mentioned was assigned as primary activity. If activities
were sequential, then the longest was coded as the primary activity.

Each respondent recorded his/her primary and secondary activity for
ten minute intervals for two diary dates. The recording of secondary
activity was obligatory. Each household member recorded the same days.

Certain rules concerning the assignment of time use categories were
also applied. Market work was always classified as primary activity, re-
gardless of secondary activity. Lunch breaks during a work day were
coded as secondary activity, if other activities were pursued. However, if
no secondary activity was done during a lunch break, then it was classi-
fied as primary activity. There were a number of similar schemas. Awake
in bed, sick in bed, resting and inactivity were coded as secondary activ-
ity, if other activities were done simultaneously. The same applied to
visiting and receiving visitors, drinking alcohol and talking on the phone.

A number of questions regarding stress in the Finnish Time Use Sur-
vey were introduced." The first question and the admissible answers

1 The questions followed the recommendations of the Eurostat guidelines for hat-
monised time use.
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were: “How often do you feel rushed? Would you say that you a) always
feel rushed, b) only sometimes feel rushed, c) almost never feel rushed “.
The second question looked at the time-pressure and it was targeted to
those who had answered that they always or sometimes feel rushed. The
question was “Consider the way you spend your time on weekdays. Do
you often feel that time is too short for doing all the things you want to
do?” The admissible answer was “yes” or “no”."” The third question was
recorded in a diary. After completing the diary the respondent was asked
whether he/she felt rushed during the recording day."

In this paper we concentrate on the primary time use categories of
housework and leisure. Housework includes cooking, cleaning, shopping,
caring for a child, gardening, repairing and managing the household.
Leisure includes social life and entertainment, sports and outdoor activi-
ties, volunteer work and organizational activities, reading, watching TV
and video, listening to music, hobbies and games."

Housework and leisure can be combined with housework, leisure and
personal care as secondary activities. Personal care includes eating, sleep-
ing, resting, washing and dressing. We have categorized lunch breaks
during a market work as personal care, although those are usually classi-
fied under market work time.

7 Some Preliminary Investigations on the
Amount of Stress and Multitasking

The respondents were asked how often they felt rush. Three possible
answers were: that they felt always rushed, only sometime or almost
never. The other measure of the subjective feeling of the time pressure
was whether or not respondents experienced lack of time. A third ques-
tion concerned whether the respondent had been in a rush during diary
day.

12 There was also an additional question which tried to ascertain where the lack of
time is experienced. It was “On which activity would you like to spend more time, if
possible?” Only one activity was admitted as an answer.

13 The possible bias introduced by the interviewer could have been presented only for
the first three questions. Due to the general nature of these questions, it is unlikely
that interviewer could have had a significant impact on the answers.

14 For a more extensive list see Appendix 3 in the introductory chapter of this thesis.
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Table 2 Rush and Gender

How often do you feel rushed

Men Women
Always 27 % 27 %
Sometimes 58 % 62 %
Almost never 15 % 11 %

Do you feel time is too short during weekdays

Men Women
Yes 62 % 67 %
No 38 % 33 %
Did you feel rushed during a diary date

Men Women
Yes 28 % 29 %
No 2% 71 %

Answers are presented in table 7. We see that there is surprisingly little
variation between men and women. The same percentage of men and
women answered they always felt rushed. Also feeling of rush during a
diary day was almost the same. Regarding the question about the rush
during weekdays, there was a five percentage point difference between
women and men. These figures are at odds with data from other coun-
ties, where women usually report larger incidences of stress."

Table 3 Rush and Educational Level
Educational level
Basic Secondary University
Rushed All the time 22.0 % 24.8 % 32.1 %
Sometimes 62.4 % 59.9 % 58.9 %
Never 15.6 % 15.4 % 9.0 %

Pearson chi2 (4) = 42.0119 Pr = 0.000
Kendall's tau-b = -0.1013 Asymp. Standard Error = 0.016
Gamma = -0.1695 Asymp. Standard Error = 0.027

15 See for example Robinson and Godbey (1997).
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Table 3 gives the distribution of the feeling of rush according to the
educational level. As can be seen more educated people responded to
being more in a hurry than those with less education. We tested to de-
termine if this effect was significant with Pearson’s chi-square, Kendall’s
Tau-b, and Gamma-test and all tests indicated that there is association
between education and time-pressure.

The feeling of lack of time also increased with educational level.
Little over half of the people with basic education said they were suf-
fering from time pressure, whereas three quarters of those with uni-
versity education reported the same. A third measure concerned the
feeling whether the respondent had been in a rush during the diary
day. Interestingly a third of the respondents in all educational levels
gave a positive answer, and there was no correlation between this and
the educational level.

One conjuncture in the Hamermesh and Lee’s (2003) paper is that
there is a link between incidences of stress and educational level. Fin-
nish data seem to support this with regard to general feelings of rush
and time-pressure but not with regard to feeling rush in a particular
day.

Table 4 gives information on the feeling of being rushed and employ-
ment. As expected, there is a clear difference between individuals who
are unemployed and those who are not with respect to the experience of
always being rushed

Table 4 Rush and Employment Status
How often do you feel rushed?
Employed Housekeepers Unemployed
Always 29 % 23 % 2%
Sometimes 60 % 53 % 61 %
Almost never 11 % 24 % 37 %

A common conjecture is that people with children experience
more stress. We will look at this as a percentage of the male and the
female respondents who report general rush or rush during the diary
date by the number of children in the household. This is presented
in table 5.
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Table 5 Rush and the Number of Children
Rush During Diary Day General Rush

Number of

Children Female Male Female Male
0 30 % 26 % 86 % 78 %
1 26 % 27 % 83 % 70 %
2 28 % 28 % 90 % 84 %
3 33 % 32 % 92 % 80 %
4 50 % 42 % 100 % 75 %

We note an interesting fact that a higher percentage of people without
children feel general rush or rush during the day than those with one child.
Two and more children increase these figures further. A 10 percentage
point difference exists between men and women regardless of the number
of children in feeling general rush. However, there is virtually no differ-
ence between men and women in reporting rush during a diary day.'®

Next we turn to the data on multitasking. Total housework and leisure
time can be divided into time periods when only one activity is performed
or periods when multiple activities are performed simultaneously. The
percentage of people doing some multitasking is presented in table 6.

Table 6 Prevalence of Multitasking in the Households by Gender
Total Housework Leisure
Male Female Male Female Male Female

Weekday 919% | 95.7 % 47.4 % 76.4 % 90.4 % 93.4 %
Weekend 88.0% | 94.5% 52.7 % 771 % 85.9 % 91.5%

If we look at the housework and leisure together a majority of the in-
terviewed people have recorded some multitasking during that period.
Females do more multitasking than males. The clear difference between
genders can be seen if we look at the percentage of persons who have
recorded multitasking during housework or leisure. The low figure for

16 The age of the children is also important factor in the parent’s work load. We did
not analyze the feeling of rush by the ages of children.
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housework for males mirrors the fact that less housework is done by
males. Also the higher figure for multitasking in housework during
weekends reflects the higher overall time use in this activity.'’

There can be various reasons for the lack of observations on multi-
tasking. First a person might have done some multitasking activities, but
has failed to record it. Second, the person has not done any multitasking
during the diary day, but does multitasking on some other days, and third
the person never does any multitasking.' In order to take the zero ob-
servations into account we use Heckman’s selection model, which sepa-
rately estimates the probability of observing multitasking.

Consistent with the Floro and Miles (2001) data on Australia on aver-
age a third of leisure and housework is spent on multiple activities by
people, who have recorded some multitasking."” This is shown in table 7.

Table 7 Multitasking in Housework and in Leisure, According to

Gender (of those that have reported some multitasking)

Total Male Female
Total time in housework 226 174 274
of which multitasking 61 37 83

% of multitasking 27.0% 21.3 % 30.3 %
Total time in leisure 449 474 425
of which multitasking 136 134 138

% of multitasking 30.3 % 28.3 % 32.5%

If we look at the composition of housework we can see that out of the
aggregate 3 hours 46 minutes approximately one hour is used for doing
other activities besides housework. There are marked gender differences
in the multitasking. In doing housework women engage over two times
more often in multitasking than men. Men do less than 40 minutes of

17 The reason why the total is higher than housework and leisure in separation. Is that
there are some persons that have not reported any leisure during the day. Vice versa
there is also persons that have not done any housework just leisure.

18 These same problems also occur in household expenditure surveys and other sur-
veys where the recording period is short.

19 The difference between Australian and Finnish data is that in the Finnish data a
greater number of people have indicated as having done multitasking.
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multitasking per day while women do over 1 hour 20 minutes. This is
explained partly by the fact that women on average do over one hour
and forty minutes more housework.

It is interesting to note that both genders do secondary activities be-
sides leisure almost the same absolute time 2 hours and 15 minutes.
However, as males have more leisure as their primary activity, this re-
duces the share of multitasking of the total leisure time.

Table 8 Multitasking during Weekdays and Weekends in Minutes
and as a Share of Time Spent on Housework and Leisure
(of those that have reported some multitasking)

Minutes Male Female
Weekday 135 187
Weekend 200 252
% Male Female
Weekday 27 % 31 %
Weekend 26 % 32 %

Multitasking increases by more than an hour for both genders during a
weekend day (table 8). This is a reflection of the increase in total time
spent doing housework or in leisure. Interestingly the share of multitask-
ing stays constant regardless of whether it is a weekend or a weekday.
Men use slightly less than a third of their total time for multiple activities
while women use a third.

By plotting time periods in sequential order, it is possible to find out
when multitasking is most frequently done. These are presented in Fig-
ures 1 and 2, which show that more variation in multitasking occurs dur-
ing weekdays. There are few periods of intensive multitasking. The high-
est point is reached around 7.30 AM and high points also occur at 5.30
AM, 10.30 AM, 2.00 PM, 3.30 PM and 5.30 PM. These time periods can
be linked to the organization of work day. At 7.30 AM people get ready
for work™ At 10.30 AM is the first pause or coffee break. From around
12.30 PM to 6.00 PM, ie. during the whole afternoon an increased
amount of multitasking is done at the workplace. These most probably
are leisure activities in addition to work, like listening to a radio.

20 Some even at 5.30 AM.
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Figure 1 Multitasking During a Weekday from Morning to Midnight
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Over the weekend multitasking is much more evenly spread over the
entire day. The rise in multitasking occurs later than during a weekday
and remains more stable, with no clear peaks or troughs in the data.

Figure 2 Multitasking During a Weekend from Morning to Midnight
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It is interesting to see the types of activities performed when the pri-
mary activity is either housework or leisure. The largest secondary activity
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while doing housework is leisure. This is shown in table 9 and in Figure
3. If we look at the total time used for housework, some leisure activity is
done in little over 20 percent of that time besides housework. Of all sec-
ondary activities done besides housework, these leisure activities com-
mand over 80 percent of the total. This is the case for both males and
females.

Figure 3 Multitasking during Housework
21 %

@ Housework/Leisure

4% ® Housework/Housework

o)
1% 0 Housework/Basic
Needs
0O Housework/Nothing
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The second largest secondary activity is housework itself. This ac-
counts, however, for only 4 percent of the time used in housework as
primary activity. Basic needs are done in addition to housework in only 1
percent of the time used in housework.

If we look at the secondary activities carried out while leisure is a pri-
mary activity, leisure activities themselves stand out as the most common
secondary activity. See figure 4. Of all time spent in leisure, exactly a
fourth is spent on some other leisure activity at the same time. If we look
just at the instances when multiple activities are done besides leisure,
leisure activities as secondary activities command almost 80 percent.
Women combine more housework with leisure as a primary activity than
men. Both men and women have personal care activities as secondary
activity in 3 to 4 percent of the cases.
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Figure 4 Multitasking during Leisure
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Table 9 Distribution of Secondary Activity When Primary Activity
is Either Housework or Leisure (in percentages)

Activities
Primary Secondary Total Male Female
Housework Housework 4 % 3% 5%
Housework Leisure 21 % 18 % 24 %
Housework Basic Needs 1% 1% 1%
Housework Nothing 74 % 78 % 71 %

n= 2963 1413 1550
Leisure Housework 3% 1% 4 %
Leisure Leisure 25 % 24 % 25 %
Leisure Basic Needs 4 % 4% 3 %
Leisure Nothing 69 % 71 % 67 %

n= 3138 1568 1570
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These figures translate into variable lengths of time (table 10). For ex-
ample, women combine housework with leisure activity as a secondary
activity for over an hour per day. Men do the same for 30 minutes. Stat-
ing this the other way around; combining leisure with some secondary
housework activity covers only 14 minutes per day in the case of women
and six minutes in case of men. Both men and women do multiple lei-
sure activities for almost 2 hours per day out of total leisure time of 7
hours.

Table 10 Duration of Secondary Activity When Primary Activity is
Either Housework or Leisure (in minutes)
Activities
Primary Secondary Total Male Female
Housework Housework 11 5 17
Housework Leisure 49 32 65
Housework Basic Needs 1 1 1
Housework Nothing 165 137 191
Total Housework 226 174 274
n= 2968 1415 1553
Leisure Housework 10 6 14
Leisure Leisure 114 115 112
Leisure Basic Needs 10 11 10
Leisure Nothing 313 340 287
Total Leisure 449 474 425
n= 3116 1548 1568

Bittman and Wajcman (1999) argue that men have longer genuine
leisure times, if secondary activity is taken into account. We take pure
leisure to include periods where leisure is the primary activity and no
secondary activity is reported as well as those periods when both pri-
mary and secondary time period are reported to be leisure. Now our
data show that men have 445 minutes of pure leisure while women
have 399 minutes - a difference of 46 minutes per day. If we look at the
shares of total leisure, then men and women have 94 percentage of
pure leisure.
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Based on these percentages Piekkola (2003) argues that Bittman and
Wajcman’s observation of gender inequality in leisure time is false. How-
ever, the result depends on whether one looks at leisure according to the
petcentage share or absolute time in minutes.

More serious criticism of Bittman and Wajcman’s assertion is that they
do not consider the type of secondary activity. As can be seen from the
table 9 and figures 1 and 2 most of the secondary activities are leisure
activities even when leisure is primary activity. In the case of women
leisure is effectively interrupted by a simultaneous housework activity
only in 4 percent of the time. This is clearly more then with men, where
housework encroaches on leisure time only in 1 percent of the cases,
which is hardly a serious hindrance to the enjoyment of leisure.

Moreover, Bittman and Wajcman do not consider housework. Women
do more housework but they also have a greater share of the housework
time during which a leisure activity is a secondary activity. The interpre-
tation in this case cannot mean that if secondary activities are accounted
for, this increases the amount of double burden for women. What the
result indicates, is that there is an attempt to make housework more
bearable by doing some leisure activity besides it.

There are gender differences between the most common secondary
activities. These are presented in table 11. On average the most popular
secondary activity for men is listening to the radio and watching TV.
Socialising with family is ranked third. For women socialising with the
family is the most popular secondary activity. This is followed by listen-
ing to a radio and talking with a child.

Table 11 Three Most Common Secondary Activities by Gender when
Primary Activity is either Housework or Leisure
Male Female
1 Listening to Radio Socialising with Family
2 Watching TV Listening to Radio
Socialising with Family Talking with a Child

In discussing the family care time, but without a specific reference to a
country, Robinson (1999) notes that if one looks at the child care time,
the inclusion of secondary activities adds nearly 50 percent to the total.
Indeed, as Robinson and Godbey (1997) show, although the time used in
child care as a primary activity has decreased, the overall time with chil-
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dren which takes into account both primary and secondary activity has
remained stable in the United States.

Doing many activities at the same time is an effective way to buy more
time, when one is in a hurry. Therefore, it could be reasoned that individu-
als who report suffering from either lack of time or feeling hurry would try
to do more multitasking. As the first test we look at the correlation be-
tween these measures and the amount of multitasking. The correlation
coefticients for generally feeling rush and time pressure were just -0.01 and
-0.04 and only the latter was significant. However, the correlation between
multitasking in minutes and a dummy for feeling rush during a particular
day was statistically significant and the correlation was 0.13.

8 Econometric Methods

We use Heckman’s sample selection to estimate first the probability of
engaging in multitasking and then to explain the determinants of the
amount of multitasking. We believe that in using Heckman’s model in-
stead of some other method, like Tobit, we can capture the fact that the
same variables have a different effect on the decision to do multitasking
and the amount done.

Heckman’s model allows the errors in selection equation and the er-
rors in outcome equation to be correlated. This means that there are
unobservable variables that affect both the probability to do multitasking
and the amount done. If this is the case, then this correlation needs to be
taken into account.

The Heckman (1979) model is based on the estimation of two simul-
taneous equations. We follow Puhani (2000) and name the first equation
as an outcome equation. The second will be the selection equation.

The specification used will be:

Hy=x,f+e,

Mj. =z, y+e,,

- :{Hj if M >0
J
0 ow.
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where H; is the daily amount of multitasking done by the person ; if
primary activity is either housework or leisure and the x; are the exoge-
nous variables and ¢;; is the normally distributed error term. In the selec-
tion equation M, for person / g, stands for exogenous variables determin-
ing the selection and e, is the error term. These error terms have the
following structure.

¢,; follows N(0,0),
e,; follows N(0,1),

corr(e,;,e,;) = p

If the estimates for Heckman model are calculated by using maximum
likelihood estimation, then the log likelihood function is

sy +(H ~xp)plo| ((H-xp))

lj Ind W - o —ln( 27[0),
lnCD(—zj}/),
if M'is observed

if M"is not observed

where @ is a standard cumulative normal distribution.

In our model the exogenous variables in the outcome equation are
the net wage rate and non labour income of the person, spouse’s
income, age-cohort dummies, dummies for educational level, the
imputed market work hours, and the number of children. In addi-
tion to these the exogenous variables in the selection equation have
a dummy for being unemployed or housekeeper and seasonal dum-
mies.

In both equations we will include two measures of stress. The first is a
dummy that indicates whether the respondent experiences rush all the
time or sometimes. The second is the estimate whether the respondent
had experienced rush during the recording day.

The third question in the survey is whether the respondent experi-
ences the feeling of lack of time. This was not used, because the question
was posed only to those that had answered positively to question of feel-
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ing rush. This created the problem of some missing observations along-
side with positive and negative answers. Therefore the question was
dropped from the analysis.

An important qualification also concerns the fact that these questions
come from different parts of the survey. The amount of general rush is
asked during the interview part of the study, whereas the feeling of rush
during the recording day is recorded in the diary.

There are two important practical aspects in Heckman’s model: the
normality assumption of error terms and the identification of the selec-
tion and outcome equations. The most serious problem concerns the
underlying assumption that errors are normally distributed both in the
selection equation and in the outcome equation.

As Pagan and Vella (1989), Vella (2000) and Puhani (2000) all note,
there are very few tests constructed to test the normality assumption. We
test this by using a procedure suggested by Pagan and Vella (1989, S51)*.
First, the higher orders of linear predictions are multiplied by inverse of
Mills” ratios and these are inserted into the outcome equation. Then the
test for normality will be the joint test that the parameters of these terms
are all zero.

The identification problem has to do with use of the same ex-
planatory variables in both equations. If the explanatory variables
are the same, there are no exclusion restrictions and the identifica-
tion rests on the nonlinearity of Mills’ ratio A. This can create collin-
earity problems. In order to prevent this, we introduce variables in
the outcome equation that are not contained in the selection equa-
tion or vice versa.

In Heckman’s model the error terms in the selection and outcome
equation can be correlated. If this is not the case, then both equations
could be estimated separately and the resulting coefficients would be
the same. When there is correlation between selection and outcome
equation Heckman’s model takes this correlation into account in es-
timating the coefficients and their standard errors. We employ a like-
lihood ratio test to determine whether the equations to be estimated
are correlated.

2l This test is based on the mills-ratios. Another popular normality test of Pagan and
Vella (1989), which is presented in the same article, relies on the score vector from
the estimation.
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9 Results

In order to get a general picture of the determinants of multitasking and
the indicators of stress, we estimate a Heckman model separately for
males and females as well as for weekdays and weekends. The estimation
results are presented in table 13 for males and in table 14 for females.

A number of exogenous variables have a different impact on the deci-
sion to do multitasking and the amount done. This means that the
Heckman’s model reveals interactions which other less refined methods
like ordinary least squares or Tobit, would have concealed. However, the
test of no correlation between these equations could not be rejected for
males and was rejected for females only during weekends. This means
that most of these equations could have been estimated separately, if so
desired. The fact that different variables behave differently in these equa-
tions justifies the use of Heckman’s model.

For males during weekdays the dummies for both secondary and uni-
versity education, indication of general rush and being a housekeeper have
a statistically significant positive effect on the decision to do multitasking.
Number of children has a negative effect on the multitasking decision.

As for the amount of multitasking done by men during weekdays, the
dummy for university education has a significant positive effect. The
higher the net wage rate and the more hours of market work done, the
less multitasking is done by men during weekdays.

During weekends the age and season become significant in explaining
the decision to carry out multitasking. Older age has a negative effect
and winter and fall have a positive effect. Number of children has also a
negative impact. As for the amount of multitasking done during week-
ends, the educational variables have a significantly positive effect on the
amount of multitasking done.

With respect to indicators that affect the time constraint A in Hamer-
mesh and Lee’s model net wage rate has a negative impact in case of men
on the amount of multitasking. The indication of experiencing a general
rush has a positive impact on the probability of multitasking. Rush during
a day decreases the amount of multitasking over weekends. If high net
wage rate or feeling or rush means that the shadow price of time is high
and the answer to the high shadow price is multitasking, then the results
from the data are in clear contrast to postulated behavioural implications.
However, the positive association with the general feeling of rush over
weekdays and the decision to do multitasking is in favour of the hypotheses.
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Table 13 Determinants of Multitasking by Men During Weekdays
and Weekends

Weekday Weekend
Outcome eq | Selection eq | Outcome eq | Selection eq
Net wage rate -0.290%* -0.008 -0.381%* 0.009
(0.148) (0.010) (0.191) (0.020)
Non labour income 0.001 0.002 0.051 0.014
(0.015) (0.003) (0.051) (0.010)
Age 35-44 1.716 -0.251 3.604 -0.714**
(2.215) 0.277) (3.191) (0.305)
Age 45-54 2.479 0.172 2.500 -0.734*
(2.845) (0.370) (4.109) (0.376)
Age 55-64 2.622 -0.377 1.793 -1.316%*
(3.459) 0.431) (4.875) (0.445)
Secondary education 1.018 0.309* 4.089** -0.034
(1.322) 0.172) (1.928) (0.163)
University education 7.024%+* 0.508* 13.278*+* 0.348
(2.616) (0.283) (3.391) (0.363)
Number of children -0.039 -0.204%* -1.538* -0.157**
(0.578) 0.071) (0.789) (0.067)
Market work hours -0.083*** -0.004 0.010 -0.003
(0.025) (0.003) (0.026) (0.003)
Rush during a day -1.538 -0.089 -5.796*** -0.139
(1.052) (0.153) (2.037) 0.172)
General rush 0.319 0.372%* 0.241 0.015
(1.219) (0.170) (1.726) (0.142)
Spouse’s income 0.011 -0.001 -0.013 -0.001
(0.008) (0.001) 0.014) (0.001)
Unemployed -0.864** -0.417
(0.440) (0.440)
Housekeeper 6.03 7% 5.680%**
(0.571) (0.428)
Winter 0.275 0.333*
0.214) (0.170)
Summer -0.301 0.141
(0.204) (0.178)
Fall 0.163 0.363**
(0.219) 0.171)
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Constant 30.881*** 2.033% 45.174%xx 1.266
(8.187) (0.884) (10.343) (1.110)

Log pseudo likelihood -1 680 428 -729 519

Rho -0.161 -0.175

Wald test of independ- chi2(1)=1.13 chi2(1)=1.58

ent equations Prob > chi2 = Prob > chi2 =

0.287 0.210
Observations 784 784 784 784

Robust standard errors in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%

The estimation results for females are represented in table 14. During
weekdays, the dummies for having secondary or university education has
a positive effect both on the decision to multitask and the amount done.
Hours of market work have a significant negative effect on both the se-
lection and the outcome equations. Being unemployed also decreases the
amount of multitasking done. The amount is positively affected by being
a 45-54 years of age.

As to the variables affecting time constraint, the amount of multitask-
ing is negatively affected by the net wage rate. It is interesting to note
also that the indication of having been in a rush during the day has a
statistically significant negative effect on the amount of multitasking,
while experiencing general rush has a positive effect.”® Once again, it
does not seem that multitasking is a response to the high price of time
caused by high wage rate or rush. However the lack of time has a posi-
tive effect on the amount of multitasking during weekdays.

The estimation results for weekends indicate that the number of chil-
dren has a negative effect on the decision to multitask, while feeling gen-
eral rush, own non labour income and spouse’s income increase the de-
cision to multitask. The amount of multitasking done by females during
weekends is positively affected by her university education and negatively
by her net wage rate and number of working hours during weekends.

22 Estimations were also done using only either lack of time or rush variables in case
of men and women. They did not change the results from the estimations that used
both variables.
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Table 14 Determinants of Multitasking by Women During Weekdays
and Weekends
Weekday Weekend
Women
Multitasking Outcome eq | Selection eq|Outcome eq| Selection eq

Net wage rate

Non labour income

Age 35-44

Age 45-54

Age 55-64

Secondary education

University education

Number of children

Market work hours

Rush during a day

General rush

Spouse’s income

Unemployed

Housekeeper

Winter

Summer

Fall

-0.459%%
(0.171)

-0.039
(0.039)

3.981
2.597)

5.981%
(3.237)

4570
(3.747)

3.266*
(1.797)

7.85 1%
(2.625)

0.680
(0.677)

-0.093%%*
(0.018)

2.576%*
(1.250)

3.508*
(1.829)

-0.002
(0.007)

0.018
(0.022)

-0.006
(0.005)

0.509
(0.369)

0.200
(0.465)

0.323
(0.521)

0.509%*
(0.218)

1,027
(0.331)

-0.078
(0.101)

0.011%
(0.005)

0.112
(0.182)

-0.153
(0.254)

-0.000
(0.001)

1.186%*
(0.519)

-0.465
(0.685)

-0.050
(0.275)

-0.352
(0.246)

0.271
(0.257)

0,432
(0.198)

-0.040
(0.044)

5.089%
(3.084)

2.730
(3.813)

3.141
(4.627)

2.834
(1.972)

8.561%%*
(2.835)

-1.160
(0.813)

-0.063%%*
(0.018)

0.023
(2.134)

1.434
(2.042)

-0.004
(0.008)

0.006
(0.029)

0,214
(0.075)

-0.328
(0.412)

-0.455
(0.516)

-0.833
(0.580)

0.267
(0.191)

0.554
(0.402)

1,031
(0.329)

0.002
(0.003)

-0.260
(0.183)

0.383*
0.217)

0.002*
(0.001)

-0.307
(0.379)

0.226
(0.475)

0.331
(0.239)

0.144
(0.212)

0.259
(0.225)
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Constant 34439k 2.582%* 44.544x+* 0.881
(7.542) (1.027) (8.713) (1.280)

Log pseudo likelihood| -1 787 689 - 755939

Rho -0.182 -0.230

Wald test of inde- chi2(1)=1.94 chi2(1)=3.80

pendent equations Prob > chi2 Prob > chi2

=0.163 = 0.051
Observations 784 784 784 784

Robust standard errors in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%

The results of these models can be compared with the results from the
Floro and Miles (2001) study with Australian time use data in analyzing
the incidences of housework, shopping and volunteer work as secondary
or tertiary activity. Unfortunately they did not use stress indicators in
their estimations. Using a Tobit model they do not differentiate between
the decision to do multitasking and the amount of multitasking done.
Our results are similar with regard to the positive effect of education.
However, the negative effect of age does not show in our estimation.
Moreover, with the Australian data the number of children increases the
amount of housework, shopping and volunteer work. In our data, which
relate to all leisure and housework activities, children have a negative
impact on the decision of the men to do multitasking and also decreases
the amount of multitasking during weekends. For women, the only effect
is the negative impact of children in the decision to multitask during
weekends.

Floro and Miles (2001) have only seven annual income brackets to
work with, so their income data are not as detailed as ours. They observe
the result that an increase in annual income decreases multitasking, espe-
cially after a certain threshold. As we are able to disentangle the effects
to wage and income effects, the net wage rate has a negative impact on
the amount of multitasking done by males and females. Non labour in-
come is not generally significant in explaining time-allocation. It had a
positive effect on the decision to multitask during weekends only in case
of females.

We test the normality in each model with the method proposed by
Pagan and Vella (1989). These are presented in table 15. The assumption
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of normality cannot be rejected in the case for men during weekdays and
weekends. However, for women the normality assumption is rejected
with 95 percent significance level during weekends and with 99 percent
during weekdays.

Table 15 Pagan and Vella’s Tests for Normality of Residuals
Men Weekday F( 3, 1392) = 1.29 Prob >F = 0.2750
Men Weekend F( 3, 1390) = 1.19 Prob > F = 0.3115
Women Weekday F( 3, 1473) = 4.01 Prob > F = 0.0074

Women Weekend F( 3, 1473) = 3.63 Prob > F = 0.0125

We can also calculate the marginal effects of a change in different
variables on the amount of multitasking. These calculations are based on
the sample averages for a person doing 35 hours of work per week (table
16). During weekdays men do slightly more than 2 hours and women 2
and half hours of multitasking. During weekdays both genders do ap-
proximately 4 hours of multitasking.

Table 16 Effects of Different Demographic Factors on the Amount
of Multitasking (in minutes)
Weekday Weekend
Male Female Male | Female
Multitasking minutes 130 150 239 241
Euro raise in net wage -18 -30 -24 -24
Secondary education * 37 41 *
University education 70 79 133 86
One hour increase in work time -6 -6 * -4
Rush during the day * -26 -58 *
General rush * 35 * *
Age 45-54 * 60 * *

* not statistically significant
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The biggest increase is caused by a university education. This increases
multitasking by over an hour during weekdays for both genders. The
biggest increase is for university educated men, who do 2 %4 hours more
multitasking during weekends. For university educated females the in-
crease is one and half hours. An increase in market work hours has a
minor effect. Each hour decreases multitasking only six minutes during
weekdays.

As to the indicators of rush, it is interesting to note that feeling of rush
decreases the multitasking done by females during a weekday by half an
hour. The feeling of general rush increases multitasking by little over half
an hour. For males only rush during the day is statistically significant and
this decreases multitasking by an hour during weekdays.

Our results of the link between multitasking and stress indicate that
people who report having experienced rush during a day do less multi-
tasking. This is the case for females during weekdays and men over
weekends. In contrast, general rush increases the amount of multitasking
by females and affected positively the decision to do multitasking in
some of the cases for men and women.

One objection to be raised is that the feeling of stress and multitasking
can be determined simultaneously. If this is the case, then we have a
problem of endogenous dummy variables. In order to look at the deter-
minants of the indicators of stress, we estimate separate probit models
for both the probability of recording feeling rush during a reporting day
and for the probability of reporting feeling of time pressure. They are
presented in Appendix 1 and 2. We explain these variables with net
houtly wage rate, non labour income, age-cohort dummies, educational
level dummies, number of children, imputed hours of work, and dum-
mies for being handicapped, unemployed or home keeper. The question
on feeling of time pressure is posed by an interviewer before the start of
the diaries so it is not associated to weekends/weekdays division. There-
fore weekend dummy was not used in that estimation. Furthermore, as
none of the males who were home indicated feeling rushed, it was
dropped from the relevant estimates for males.

When looking at the probability of reporting a feeling rushed on the
reporting day only a few variables turn out significant. A dummy for the
weekend has a negative impact and market work hours has a positive
impact on the reporting of rush at the same day for both genders. Fur-
thermore, in the case of men the age 45-54 years and in the case of fe-
males being homekeeper have a positive effect. When looking at feeling
time pressure, more vatiables turn out to be significant. In case of males
having a university education increases the feeling of time pressure as
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does dummy for being disabled. Interestingly, net wage rate has a nega-
tive impact on the feeling of time pressure, as does being a home keeper.
In case of women, it is the number of children that increase the feeling
of general rush while being unemployed decreases it.

10 Conclusions

Multitasking during off-work hours is widespread. In Finnish Time Use
Survey 1999/2000 around 95 petrcent of women and 90 petrcent of men
record doing a secondary activity simultaneously with housework and
leisure. For those that have reported doing secondary activity, multitask-
ing occurs in about third of the time. The share of multitasking stays the
same regardless whether the recording day is a weekday or a weekend.

In 80 percent of the cases, a secondary activity done in connection
with housework or leisure is leisure. The next is housework, but with just
five percent. People thus combine housework routines with leisure and
leisure routines with other leisure routines.

Hamermesh and Lee (2003) have recently suggested that stress is a re-
action to the high shadow price of time. Therefore people with higher
income should experience more stress. Their model implies that the re-
laxation of time constraint should decreases stress. We suggest that mul-
titasking might be an attempt to make more time and to decrease stress.

We estimate a Heckman selection model to explain the determinants
of multitasking. The net wage rate is significant in explaining the amount
of multitasking. Its effect on the amount of multitasking done during a
day is negative. Also the feeling of rush during the day has in most cases
a negative effect on the amount of multitasking. These observations can
be taken as evidence against the hypotheses that, in case of high shadow
price of time, multitasking is an attempt to buy more time. However, the
amount of multitasking is positively affected in some cases by the feeling
of general rush. This is indication of the fact that multitasking could be
used in the case of general rush to buy more “effective time”.

There are gender differences in the amount of multitasking. Females
do more multitasking than males. There are also clear differences accord-
ing to educational level. Having a university level education has a positive
effect on the multitasking decision and the amount of multitasking done
in most of the cases. People of both genders with university education
do almost a third more simultaneous activities than those with elemen-
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tary education. It seems that multitasking is connected more to the
amount of human capital then to stress.

There are number of additional questions that should be investigated.
Our results show that in 25 percent of housework time simultaneous
leisure activity performed. Also housework is done as a secondary activ-
ity during about 3 percent of leisure time. Calculations of the value of
housework have usually only used information on the primary activity.”
Taking into account the secondary activity would produce more accurate
estimates of the value of housework in the society.

As the number of time use surveys that also record secondary ac-
tivities increases, it becomes possible to compare different countries
on the prevalence of multitasking and its links to stress in different
societies.

23 For Finnish case look Vihavainen 1996.
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Appendix 1 Probit Estimates for Feeling of
General Rush by Gender

Men Women
Net wage rate -0.022* -0.009
(0.013) (0.018)
Non labour income -0.000 -0.002
(0.003) (0.004)
Age 35-44 0.125 -0.109
(0.220) (0.266)
Age 45-54 0.042 -0.390
(0.273) (0.344)
Age 55-64 -0.202 -0.099
(0.336) (0.436)
Secondary education 0.014 -0.237
(0.130) (0.171)
University education 0.655%** 0.079
(0.225) (0.276)
Number of children 0.007 0.168%**
(0.053) (0.065)
Hours of Work 0.000 0.003
(0.002) (0.003)
Disabled 0.303%* 0.273%*
(0.123) (0.144)
Unemployed -0.481 -0.787%k*
(0.320) (0.298)
Homekeeper -1.426** -0.628*
(0.691) (0.344)
Spouses income -0.000 0.000
(0.001) (0.001)
Constant 2.024%%% 1.847+%
(0.688) (0.801)
Observations 784 784

Robust standard errors in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%
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Appendix 2 Probit Estimates for Feeling Rush
in Recording Day by Gender

Men Women
Net wage rate -0.015 -0.002
(0.010) (0.011)
Non labour income 0.001 -0.001
(0.002) (0.002)
Age 35-44 0.139 0.028
(0.165) (0.161)
Age 45-54 0.359* 0.016
(0.208) (0.218)
Age 55-64 0.164 0.323
(0.258) (0.269)
Secondary education 0.015 -0.170
(0.104) (0.106)
University education 0.269 -0.133
(0.167) (0.170)
Number of children 0.050 0.065
(0.038) (0.044)
Weekend -0.712%%* -0.738%**
(0.063) (0.065)
Market work hours 0.010%** 0.008***
(0.002) (0.002)
Disabled -0.121 0.111
(0.089) (0.083)
Unemployed 0.459 0.166
(0.315) (0.237)
Spouses income -0.000 -0.000
(0.001) (0.000)
Homekeeper 0.740%4*
(0.244)
Constant 0.367 -0.084
(0.520) (0.494)
Observations 1562 1568

Robust standard errors in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



228

References

Bittman, Michael and Wajcman, Judy (1999) The Rush Hour — The Quality of
Leisure Time and Gender Equality, SPRC Discussion paper, No.97,
Social Policy Research Center.

Cooper, Gary and Dewe, Philip (2004) Stress — A Brief History, Blackwell
Publishing, Oxford.

Ehling, Manfred (1999) The German Time Use Survey, in Merz, Joachim and
Ehling, Manfred (Eds.) Time Use — Research, Data and Policy, For-
schungsinstitut Freie Berufe Universitit Luneburg and Nomos Verlags-
gesellschaft, Baden-Baden, pp.89-105.

Floro, Matia and Miles, Majorie (2001) Time Use and Overlapping Activities —
Evidence From Australia, SPRC Discussion paper, No.93, Social Pol-
icy Research Center.

Gershuny, Jonathan (2000) Changing Times — Work and Leisure in Post-
industrial Society, Oxford University Press, Oxford

Gronau, Reuben (1980) "Home Production - A Forgotten Industry", The Re-
view of Economics and Statistics, Vol.62, No.2, pp.408-416.

Gronau, Reuben and Hamermesh, Daniel (2001) The Demand for Variety: A
Household Production Perspective, NBER working paper no.8509.
Cambridge, USA

Hallberg, Daniel (2003) Synchronous Leisure, Jointness and Household Labor
Supply, Labour Economics, Vol.10, No.1, pp.185-203.

Hamermesh, Daniel and Lee, Jungmin (2003) Stressed out on Four Continents:
Time Crunch or Yuppie Kvetch? NBER-Working paper, No.10186.

Heckman (1979) Sample Selection Bias as a Specification Error, Econometrica,
Vol.47, pp.153-161.

Heikkild, Anni and Piekkola Hannu (2004) Economic Inequality and House-
hold Production — The Effect of Specialization of Genders, mimeo.
Research Institute of the Finnish Economy.

Ironmonger, Duncan (2003) There are only 24 hours a day! Solving the Prob-
lem of Simultanoues Time. A paper presented at the 25t IATUR confer-
ence on time use research, 17-19.9.2003.

Juster, Thomas and Stafford, Frank (1991) The Allocation of Time: Empirical
Findings, Behavioral Models, and Problems of Measurement, Journal of
Economic Literature, Vol.29, July, pp.471-522.



229

Pagan, Adrian and Vella, Frank (1989) Diagnostic Tests for Models Based on
Individual Data: A Survey. Journal of Applied Econometrics, Vol.4,
$29-859.

Phipps, Shelly, Burton, Peter and Osberg, Lars (2001) Time as a Source of Ine-
quality within Marriage: Are Husbands More Satisfied with Time for
Themselves than Wives? Feminist Economics, Vol.7, No.2., pp.1-21.

Piekkola, Hannu (2003) Ty6ssdjaksaminen kiireiden ja vapaa-ajan puristuksessa.
Tyoministerion tyossijaksamisen projekti: Ikddntyvien tyontekijoiden ajan-
kiytts. (In Finnish. Perseverance in work while stressed between leisure
and housework) Ministry of Labour.

Pollak, Robert (1999) Notes on Time Use, Monthly Labour Review, Bureau
of Labour Statistics, August.

Pollak, Robert and Wachter, Michael (1975) The Relevance of the Household
Production Function and Its Implications for the Allocation of Time,
Journal of Political Economy, Vol.83, No.21, pp.255-277.

Puhani, Patrick (2000) The Heckman Correction for Sample Selection and Its
Critique, Journal of Economic Surveys, Vol.14, No.1, pp.54-68.

Piikkonen, Hannu and Niemi, liris (2002) Suomalainen Arki — Ajankdyttd
vuosituhannen vaihteessa, ( in Finnish. A Finnish everyday life — Time
use in a turn of the century), Statistics Finland, Culture and Media, Hel-
sinki, Finland.

Robinson, John (1999) The Time Diary Method, in Pentland, Harvey, Lawton
and McColl (eds.) Time Use Research in the Social Sciences, Kluwer
Academic/Plenum Publishers, New York.

Robinson, John and Godbey, Jeffery (1997) Time for Life — The Suprising
Ways Americans Use Their Time, Second Edition, Pennsylvania State
University Press, University Park.

StataCorp. (2003) Stata Statistical Software: Release 8.2. College Station,
TX: Stata Corporation.

Sullivan, Oriel (1996) Time Co-ordination, Domestic Division of Labour and
Affective Relations: Time Use and the Enjoyment of Activities within
Couples, Sociology, Vol.30, No.1, pp.79-100.

Vella, Frank (2000) Estimating Models with Sample Selection Bias: A Survey,
Journal of Human Resources, Vol.33, No.1, pp.127-169.

Vihavainen, Marjut (1996) The Value of Household Production in Finland
1990: The Input Output Table, Statistics Finland Working Papers no.0,
Statistics Finland, Helsinki.



230



HELSINGIN KAUPPAKORKEAKOULUN JULKAISUJA
Publications of the Helsinki School of Economics

A-SARJA: VAITOSKIRJOJA - DOCTORAL DISSERTATIONS. ISSN 1237-556X.

A:197.

A:198.

A:199.

A:200.

A:201.

A:202.

A:203.

A:204.

A:205.

A:206.

A:207.

A:208.

A:209.

A:210.

A211.

ANSSI OORNI: Consumer Search in Electronic Markets. 2002. ISBN 951-791-680-9.

ARI MATIKKA: Measuring the Performance of Owner-Managed Firms: A systems approach.
2002. ISBN 951-791-685-X.

RIITTA KOSONEN: Governance, the Local Regulation Process, and Enterprise Adaptation
in Post-Socialism. The Case of Vyborg. 2002. ISBN 951-791-692-2.

SUSANNE SUHONEN: Industry Evolution and Shakeout Mechanisms: The Case of the
Internet Service Provider Industry. 2002. ISBN 951-791-693-0.

MATTI TUOMINEN: Market-Driven Capabilities and Operational Performance. Theoretical
Foundations and Managerial Practices. 2002. ISBN 95-791-694-9.

JUSSI KARHUNEN: Essays on Tender Offers and Share Repurchases. 2002.
ISBN 951-791-696-5.

HENNAMARI MIKKOLA: Empirical Studies on Finnish Hospital Pricing Methods. 2002.
ISBN 951-791-714-7.

MIKA KORTELAINEN: EDGE: a Model of the Euro Area with Applications to Monetary
Policy. 2002. ISBN 951-791-715-5.

TOMI LAAMANEN: Essays on Technology Investments and Valuation. 2002.
ISBN 951-791-716-3.

MINNA SODERQVIST: Internationalisation and its Management at Higher-Education
Institutions. Applying Conceptual, Content and Discourse Analysis. 2002.
ISBN 951-791-718-X.

TARJA PIETILAINEN: Moninainen yrittiminen. Sukupuoli ja yrittijinaisten toimintatila
tietoteollisuudessa. 2002. ISBN 951-791-719-8.

BIRGIT KLEYMANN: The Development of Multilateral Alliances. The Case of the Airline
Industry. 2002. ISBN 951-791-720-1.

MIKAEL EPSTEIN: Risk Management of Innovative R&D Project. Development of
Analysys Model. A Systematic Approach for the Early Detection of Complex Problems
(EDCP) in R&D Projects in Order to Increase Success in Enterprises. 2002.

ISBN 951-791-717-9.

SAMI KAJALO: Deregulation of Retail Hours in Finland: Historical and Empirical Perspectives.
2002. ISBN 951-791-734-1.

TOMMI KASURINEN: Exploring Management Accounting Change in the Balanced Scorecard
Context. Three Perspectives. 2003. ISBN 951-791-736-8.



A:212.

A:213.

A:214.

A:215.

A:216.

A:217.

A:218.

A:219.

A:220.

A:221.

A:222.

A:223.

A:224.

A:225

A:226.

A:227.

A:228.

A:229.

LASSE NIEMI: Essays on Audit Pricing. 2003. ISBN 951-791-751-1.

MARKKU KAUSTIA: Essays on Investor Behavior and Psychological Reference Prices. 2003.
ISBN 951-791-754-6.

TEEMU YLIKOSKI: Access Denied: Patterns of Consumer Internet Information Search and the
Effects of Internet Search Expertise. 2003. ISBN 951-791-755-4.

PETRI HALLIKAINEN: Evaluation of Information System Investments. 2003.
ISBN 951-791-758-9.

PETRI BOCKERMAN: Empirical Studies on Working Hours and Labour Market Flows. 2003.
ISBN 951-791-760-0.

JORMA PIETALA: Pdivittdistavarakaupan dynamiikka ja ostoskdyttdytyminen Paakaupun-
kiseudulla. 2003. ISBN 951-791-761-9.

TUOMAS VALIMAKI: Central Bank Tenders: Three Essays on Money Market Liquidity
Auctions. 2003. ISBN 951-791-762-7.

JUHANI LINNAINMAA: Essays on the Interface of Market Microstructure and Behavioral
Finance. 2003. ISBN 951-791-783-X.

MARKKU SALIMAKI: Suomalaisen design-teollisuuden kansainvilinen kilpailukyky ja kan-
sainvalistyminen. Strateginen ryhma —tutkimus design-aloilta. 2003 ISBN 951-791-786-4.

HANNU KAHRA: Consumption, Liquidity and Strategic Asset Allocation. 2003.
ISBN 951-791-791-0.

TONI RIPINEN: The Interaction of Environmental and Trade Policies. 2003.
ISBN 951-791-797-X.

MIKKO SYRJANEN: Data Envelopment Analysis in Planning and Heterogeneous
Environments. 2003. ISBN 951-791-806-2.

ERKKI HAMALAINEN: Evolving Logistic Roles of Steel Distributors. 2003.
ISBN 951-791-807-0.

SILJA SIITONEN: Impact of Globalisation and Regionalisation Strategies on the Performance
of the World’s Pulp and Paper Companies. 2003. ISBN 951-791-808-9.

EIREN TUUSJARVI: Multifaceted Norms in SMC Export Cooperation: A Discourse Analysis
of Normative Expectations. 2003. ISBN 951-791-812-7.

MIKA MALIRANTA: Micro Level Dynamics of Productivity Growth. An Empirical Analysis
of the Great Leap in Finnish Manufacturing Productivity in 1975-2000. 2003.
ISBN 951-791-815-1.

NINA KOISO-KANTTILA: Essays on Consumers and Digital Content. 2003.
ISBN 951-791-816-X.

PETER GABRIELSSON: Globalising Internationals: Product Strategies of ICT Companies.
2004. ISBN 951-791-825-9, ISBN 951-791-826-7 (Electronic dissertation).



A:230.

A:231.

A:232.

A:233.

A:234.

A:235.

A:236.

A:237.

A:238.

A:239.

A:240

A:241.

A:242.

A:243.

A:244.

A:245.

A:246.

SATU NURMI: Essays on Plant Size, Employment Dynamics and Survival. 2004.
ISBN 951-791-829-1, ISBN 951-791-830-5 (Electronic dissertation).

MARJA-LIISA KURONEN: Vakuutusehtotekstin uudistamisprosessi, matkalla alamaisesta
asiakkaaksi. 2004. ISBN 951-791-833-X, ISBN 951-791-834-8 (Electronic dissertation).

MIKA KUISMA: Erilaistuminen vai samanlaistuminen? Vertaileva tutkimus paperiteollisuusyh-
tididen ymparistdjohtamisesta. 2004. ISBN 951-791-835-6, ISBN 951-791-836-4 (Electronic
dissertation).

ANTON HELANDER: Customer Care in System Business. 2004. ISBN 951-791-838-0.

MATTI KOIVU: A Stochastic Optimization Approach to Financial Decision Making. 2004.
ISBN 951-791-841-0, ISBN 951-791-842-9 (Electronic dissertation).

RISTO VAITTINEN: Trade Policies and Integration — Evaluations with CGE -models. 2004.
ISBN 951-791-843-7, ISBN 951-791-844-5 (Electronic dissertation).

ANU VALTONEN: Rethinking Free Time: A Study on Boundaries, Disorders, and Symbolic
Goods. 2004. ISBN 951-791-848-8, ISBN 951-791-849-6 (Electronic dissertation).

PEKKA LAURI: Human Capital, Dynamic Inefficiency and Economic Growth. 2004.
ISBN 951-791-854-2, ISBN 951-791-855-0 (Electronic dissertation).

SAMI JARVINEN: Essays on Pricing Commodity Derivatives. 2004. ISBN 951-791-861-5,
ISBN 951-791-862-3 (Electronic dissertation).

PETRI I. SALONEN: Evaluation of a Product Platform Strategy for Analytical Application
Software. 2004. ISBN 951-791-867-4, ISBN 951-791-868-2 (Electronic dissertation).

JUHA VIRRANKOSKI: Essays in Search Activity. 2004. ISBN 951-791-870-4,
ISBN 951-791-871-2 (Electronic dissertation).

RAUNI SEPPOLA: Social Capital in International Business Networks. Confirming a Unique
Type of Governance Structure. 2004. ISBN 951-791-876-3,
ISBN 951-791-877-1 (Electronic dissertation).

TEEMU SANTONEN: Four Essays Studying the Effects of Customization and Market
Environment on the Business Success of Online Newspapers in Finland. 2004.
ISBN 951-791-878-X, ISBN 951-791-879-8 (Electronic dissertation)

SENJA SVAHN: Managing in Different Types of Business Nets: Capability Perspective.
2004. I1SBN 951-791-887-9.

JUKKA MAKINEN: John Rawlsin oikeudenmukaisuuskasityksen merkitys normatiiviselle
taloustieteelle. 2004. ISBN 951-791-889-5, ISBN 951-791-890-9 (Electronic dissertation).

ERJA KETTUNEN: Regionalism and the Geography of Trade Policies in EU-ASEAN Trade.
2004. ISBN 951-791-891-7, ISBN 951-791-892-5 (Electronic dissertation).

OLLI-PEKKA RUUSKANEN: An Econometric Analysis of Time Use in Finnish Households.
2004. ISBN 951-791-893-3, ISBN 951-791-894-1 (Electronic dissertation).



A-SARJA:

B-SARJA:

B:38.

B:39.

B:40.

B:41.

B:42.

B:43.

B:44.

B:45.

B:46.

B:47.

B:48.

B:49.

B:50.

MUITA JULKAISUJA - OTHER PUBLICATIONS

ANNE HERBERT: The Paradoxes of Action Learning: An Interpretive and Critical Inquiry
into Vocational Educators’ Professional Development. 2002. ISBN 951-791-684-1.

TUTKIMUKSIA - RESEARCH REPORTS. ISSN 0356-889X.

KRISTIINA KORHONEN (ed.): Current Reflections on the Pacific Rim. 2002.
ISBN 951-791-661-2.

RISTO Y. JUURMAA: Performance and International Competitiveness of Listed Metal and
Telecommunication Industry Groups 1992 - 2000. Finland vs Sweden and Germany. 2002.
ISBN 951-791-668-X.

KAIJA TUOMI — SINIKKA VANHALA (toim.): Yrityksen toiminta, menestyminen ja hen-
kiloston hyvinvointi. Seurantatutkimus metalliteollisuudessa ja véhittdiskaupan alalla. 2002.
ISBN 951-791-674-4.

ANNE AYVARI: Verkottuneen pienyrityksen markkinointikyvykkyys. 2002.
ISBN 951-791-682-5.

RIKU OKSMAN: Intohimoa ja ammattitaitoa: puheenvuoroja tuottajan tydsta. 2002.
ISBN 951-791-700-7.

RISTO TAINIO — KARI LILJA = TIMO SANTALAINEN: Organizational Learning in the Context
of Corporate Growth and Decline: A Case Study of a Major Finnish Bank. 2002.
ISBN 951-791-717-1

ELINA HENTTONEN — PAIVI ERIKSSON — SUSAN MERILAINEN: Teknologiayrittimisen
sukupuoli. Naiset miesten maailmassa. 2003. ISBN 951-791-737-6.

KIRSI KORPIAHO: “Kylla siind pitad elad mukana!” Kirjanpitdjien tarinoita tyostd, osaami-
sesta ja oppimisesta tyoyhteisondkokulmasta analysoituna. 2003. ISBN 951-791-742-2.

NILO HOME (toim.): Puheenvuoroja ECR-toiminnasta. Discussions on ECR — Summaries.
2003. ISBN 951-791-749-X.

PAIVI KARHUNEN — RIITTA KOSONEN — MALLA PAAJANEN: Gateway-kisitteen elinkaari
Vendjan-matkailussa. Eteld-Suomi Pietarin-matkailun vaylana. 2003. ISBN 951-791-756-2.

ANNELI KAUPPINEN — ANNE ARANTO — SATU RAMO (toim.): Myyttiset markkinat.
2003. ISBN 951-791-771-6.

MIKKO SAARIKIVI-SIMO RIIHONEN: Suomen puuteollisuuden kilpailukyvyn parantaminen
ja kansainvalistyminen piha- ja ympadristorakentamisessa. 2003. ISBN 951-791-779-1.

KATARIINA KEMPPAINEN — ARI P.J. VEPSALAINEN — JUKKA KALLIO — TIMO SAARINEN
—MARKKU TINNILA: From Supply Chain to Networks: A Study of SCM Practices in Finnish
Industrial Companies. 2003. ISBN 951-791-780-5.



B:51.

B:52.

B:53.

B:54.

B:47.

B:55.

B:56.

B:57.

SAMI SARPOLA: Enterprise Resource Planning (ERP) Software Selection and Success of
Acquisition Process in Wholesale Companies. 2003. ISBN 951-791-802-X.

MATTI TUOMINEN (ed.): Essays on Capabilities Based Marketing and Competitive Supe-
riority. Fimac Il - Research: Mai Anttila, Saara Hyvonen, Kristian Moller, Arto Rajala,
Matti Tuominen. 2003. ISBN 951-791-814-3.

PAIVI KARHUNEN — RITTA KOSONEN — ANTTI LEIVONEN: Osaamisen siirtyminen
Suomalais-vendldisissd tuotantoalliansseissa. Tapaustutkimuksia pietarista ja leningradin
alueelta. 2003. ISBN 951-791-820-8.

JARMO ERONEN: Kielten valinen kilpailu: Taloustieteellis-sosiolingvistinen tarkastelu. 2004.
ISBN 951-791-828-3.

PAIVI KARHUNEN — RIITTA KOSONEN — MALLA PAAJANEN: Gateway-kisitteen elinkaari
Vendjan-matkailussa. Eteld-Suomi Pietarin-matkailun vayland. 2004. ISBN 951-791-846-1,
korjattu painos.

TAISTO MIETTINEN: Veron minimointi yritysjarjestelyissa. 2004. ISBN 951-791-856-9.

SOILE TUORINSUO-BYMAN: Part-Time Work, Participation and Commitment.
ISBN 951-791-866-6.

PIIA HELISTE — RIITTA KOSONEN — KAROLIINA LOIKKANEN: Kaksoiskaupun-
keja vai kaupunkipareja? Tapaustutkimukset: Helsinki-Tallinna, Tornio—Haaparanta,
Imatra—Svetogorsk. 2004. ISBN 951-791-886-0.

CKIR-SARJA: HELSINKI SCHOOL OF ECONOMICS. CENTER FOR KNOWLEDGE AND
INNOVATION RESEARCH. CKIR WORKING PAPERS. ISSN 1458-5189.

CKIR:T.

CKIR:2

E-SARJA:

E:100.

E:101.

E:102.

SATINDER P. GILL: The Engagement Space and Parallel Coordinated Movement: Case of a
Conceptual Drawing Task. 2002. ISBN 951-791-660-4.

PEKKA ISOTALUS — HANNI MUUKKONEN: How Do Users of Pda’s React to an Animated
Human Character in Online News? 2002. ISBN 951-791-664-7.

SELVITYKSIA - REPORTS AND CATALOGUES. ISSN 1237-5330.

JUHA KINNUNEN: Opiskelijoiden valikoituminen pddaineisiin Helsingin kauppakorkeak-
oulussa. Padainetoiveita ja niihin vaikuttavia tekijoitd kartoittava kyselytutkimus vuosina
1995-2000 opintonsa aloittaneista. 2002. ISBN 951-791-669-8.

Research Catalogue 2000 — 2002. Projects and Publications. 2002. ISBN 951-791-670-1.

DAN STEINBOCK: The U.S. CIBER Experience: The Centers for International Business
Education and Research (CIBERs). 2003. ISBN 951-791-781-3.



N-SARJA: HELSINKI SCHOOL OF ECONOMICS. MIKKELI BUSINESS CAMPUS PUBLICATIONS.
ISSN 1458-5383

N:6

N:7.

N:8.

N:9.

N:10.

N:11.

N:12.

N:13.

N:14.

N:15.

N:16.

N:17.

N:18.

N:19.

N:20.

N:21.

N:22.

JUHA SIIKAVUO: Taloushallinon opas alkavalle yrittajélle. 2002. ISBN 951-791-686-8.

JOHANNA NISKANEN: Eteld-Savon pk-yritysten vienti Tanskaan: ulkomaankaupan erityis-
raportti 2001. 2002. ISBN 951-791-687-6.

MIKKO NUMMI: Eteld-Savon pk-yritysten vienti Saksaan: ulkomaankaupan erityisraportti
2001. 2002. ISBN 951-791-688-4.

NOORA RUOHONEN - RIIKKA OLLI: Eteld-Savon pk-yritysten vienti Tsekkiin: ulkom-
aankaupan erityisraportti 2001. 2002. ISBN 951-791-689-2.

ANNA HAKKINEN — ESKO LAIKKO: Eteld-Savon pk-yritysten vientikohteena USA: ulkom-
aankaupan erityisraportti 2001. 2002. ISBN 951-791-690-6.

JUHA SIIKAVUO: Verkko-oppimisympaériston kehittdminen. Esimerkkind HA Boctok Vendjan-
kaupan erikoistumisopintojen yksi moduuli, vuosi: 2002. 2002.
ISBN 951-791-695-7.

JUHO PETTER PUHAKAINEN: German Venture Capitalists’ Decision Criteria in New
Venture Evaluation. 2002. ISBN 951-791-650-7.

MILJA LEMMETYINEN: Suomalaisyrityksen etabloituminen Saksaan. Ulkomaankaupan
erityisraportti 2002. 2002. ISBN 951-791-730-9.

TAPIO PALLASVIRTA: Pk-yritysten vienti Espanjaan. Ulkomaankaupan erityisraportti 2002.
2002. ISBN 951-791-731-7.

ELINA HAVERINEN: Eteld-Savon pk-yritysten Viron kauppa. Ulkomaankaupan erityisraportti
2003. ISBN 951-791-732-5.

REETA RONKKO: Latinalainen Amerikka markkina-alueena Argentiina ja Brasilia. Ulko-
maankaupan erityisraportti 2003. ISBN 951-791-733-3.

JAAKKO VARVIKKO - JUHA SIIKAVUO: Koulutus, oppiminen ja akateeminen yrittdjyys.
2003. ISBN 951-791-745-7.

ANNE GUSTAFSSON-PESONEN — SATU SIKANEN: Yrittdjakoulutuksesta yrittajaksi. 2003
ISBN 951-791-763-5.

TOIVO KOSKI: Impact of a venture capitalists” value added on value of a venture. 2003.
ISBN 951-791-764-3.

LAURA HIRVONEN: Itdvalta suomalaisyritysten markkina-alueena. 2003.
ISBN 951-791-765-1.

LAURA MALIN: Eteld-Savon pk-yritysten vienti Belgiaan. 2003. ISBN 951-791-766-X.

JUKKA PREPULA: Ranska suomalaisten pk-yritysten vientikohteena. 2003.
ISBN: 951-791-767-8.



N:23.

N:24.

N:25.

N:26.

N:27.

N:28.

N:29.

N:31.

N:32.

N:34.

N:36.

N:37.

N:38.

N:39.

N:40.

HENNA HUCZKOWSKI: Pk-yritysten perustaminen Puolaan. 2003.
ISBN 951-791-768-6.

HENNA KATAJA — LEENA MAATTA: Kiina suomalaisen pk-yrityksen vientikohteena.
2003. ISBN: 951-791-769-4.

KAROLIINA 1JAS: Eteld-Savon pk-yritysten vienti Puolaan. 2003. ISBN: 951-791-770-8.

MARJO VAHLSTEN: Matkailupalvelujen markkinoinnin kehittaminen verkkoyhteistyon
avulla. 2003. ISBN: 951-791-792-9.

TUULI SAVOLAINEN: Slovakia suomalaisten pk-yritysten markkina-alueena. 2003.
ISBN: 951-791-793-7.

HARRY MAASTOVAARA: Eteld-Savon yritysten ulkomaankauppa 2001.

2003. ISBN: 951-791-794-5.

RIIKKA PIISPA: Yhteistoiminnallisuus alueen taloudellisen kehityksen edellytyksena. 2003.
ISBN 951-791-795-3.

HANNA PERALA: Eteld-Savon pk-yritysten vienti Ruotsiin. 2003. ISBN: 951-791-799-6.

SATU SIKANEN — MAARIT UKKONEN: Eteld-Savon Vendjan-kauppa 2003.
2003. ISBN 951-791-800-3.

TOIVO KOSKI — ANTTI EKLOF: Uudenmaan yrityshautomoista irtaantuneiden yritysten
menestyminen, Yrittdjien ndkemyksid yrityshautomotoiminnasta seka selvitys "yrittdmisesta
Tyota 2000” —projektin asiakkaiden yritystoiminnasta. 2003. ISBN 951-791-805-4.

MAARIT UKKONEN: Yrittdjyysmotivaatio ja yrittdjyysasenteet Helsingin kauppakorkeakoulun
BScBa -tutkinto-opiskelijoiden ja Mikkelin ammattikorkeakouluopiskelijoiden keskuudessa.
2004. ISBN 951-791-874-7.

MIKKO SAARIKIVI: Helsingin kauppakorkeakoulun henkiléston yrittdjyysmotivaatio ja
yrittdjyysasenteet vuonna 2004. 2004. ISBN 951-791-882-8.

MIKKO SAARIKIVI: Helsinki-Tallinn: The Twin City of Science Interreg Ill A Project. 2004.
ISBN 951-791-883-6.

MIKKO SAARIKIVI: Tieteen kaksoiskaupunki Helsinki-Tallinna Interreg Il A -projekti. 2004.
ISB 951-791-884-4.

TOM LAHTI: The Role of Venture Capital in Filling the Equity Gap. An Analysis of Policy
Issues. 2004. ISBN 951-791-885-2.

W-SARJA: TYOPAPEREITA - WORKING PAPERS . ISSN 1235-5674.
ELECTRONIC WORKING PAPERS, ISSN 1795-1828.

W:304.

W:305.

PETRI BOCKERMAN — KARI HAMALAINEN — MIKA MALIRANTA: Explaining Regional Job
and Worker Flows. 2002. ISBN 951-791.662-0.

PEKKA KORHONEN — MIKKO SYRJANEN: Evaluation of Cost Efficiency in Finnish Electricity
Distribution. 2002. ISBN 951-791-663-9.



W:306.

W:307.

W:308.

W:309.

W:310.

W:311.

W:312.

W:313.

W:314.

W:315.

W:316.

W:317.

W:318.

W:319.

W:320.

W:321.

W:322.

W:323.

W:324.

SATU NURMI: The Determinants of Plant Survival in Finnish Manufacturing. 2002.
ISBN 951-791-665-5.

JUSSI KARHUNEN: Taking Stock of Themselves. An Analysis of the Motives and the Market
Reaction in Finnish Share Repurchase Programs 2002. ISBN 951-791-666-3.

PEKKA ILMAKUNNAS — HANNA PESOLA: Matching Functions and Efficiency Analysis.
2002. ISBN 951-791-671-X.

MARKKU SAAKSJARVI: Software Application Platforms: From Product Architecture to
Integrated Application Strategy. 2002. ISBN 951-791-672-8.

MILLA HUURROS — HANNU SERISTO: Alliancing for Mobile Commerce: Convergence of
Financial Institutions and Mobile Operators. 2002. ISBN 951-791-673-6.

ANSSI OORNI: Objectives of Search and Combination of Information Channels in Electronic
Consumer Markets: An Explorative Study. 2002. ISBN 951-791-675-2.

ANSSI OORNI: Consumer Search in Electronic Markets: Experimental Analysis of Travel
Services. 2002. ISBN 951-791-676-0.

ANSSI OORNI: Dominant Search Pattern in Electronic Markets: Simultaneous or Sequential
Search. 2002. ISBN 951-791-677-9.

ANSSI OORNI: The Amount of Search in Electronic Consumer Markets. 2002.
ISBN 951-791-678-7.

KLAUS KULTTI - TUOMAS TAKALO — TANJA TANAYAMA: R&d Spillovers and Information
Exchange: A Case Study. 2002. ISBN 951-791-681-7.

OLLI TAHVONEN: Timber Production v.s. Old Growth Conservation with Endogenous
Prices and Forest Age Classes. 2002. ISBN 951-791-691-4.

KLAUS KULTTI - JUHA VIRRANKOSKI: Price Distribution in a Symmetric Economy. 2002.
ISBN 951-791-697-3.

KLAUS KULTTI — TONI RIIPINEN: Multilateral and Bilateral Meetings with Production
Heterogeneity. 2002. ISBN 951-791-698-1.

MARKKU KAUSTIA: Psychological Reference Levels and IPO Stock Returns. 2002. ISBN
951-791-699-X.

MERVI LINDQVIST: Possible Research Issues in Management and Control of New Economy
Companies. 2002. ISBN 951-791-701-5.

MARKO LINDROOS: Coalitions in Fisheries. 2002. ISBN 951-791-702-3.

MIKKO SYRJANEN: Non-discretionary and Discretionary Factors and Scale in Data Envel-
opment Analysis. 2002. ISBN 951-791-705-8.

KLAUS KULTTI — HANNU VARTIAINEN: VonNeumann-Morgenstern Solution
to the Cake Division Problem. 2002. ISBN 951-791-708-2.

TOM LAHTI: A Review of the Principal-agent Theory and the Theory of Incomplete Contracts:
An Examination of the Venture Capital Context. 2002. ISBN 951-791-709-0.



W:325.

W:326.

W:327.

W:328.

W:329.

W:330.

W:331.

W:332.

W:333.

W:334.

W:335.

W:336.

W:337.

W:338.

W:339.

W:340.

W:341.

W:342.

W:343.

KRISTIAN MOLLER — PEKKA TORRONEN: Business Suppliers’ Value-Creation Potential: A
Capability-based Analysis. 2002. ISBN 951-791-710-4.

KRISTIAN MOLLER — ARTO RAJALA — SENJA SVAHN: Strategic Business Nets — Their Types
and Management. 2002. ISBN 951-791-711-2.

KRISTIAN MOLLER — SENJA SVAHN — ARTO RAJALA: Network Management as a Set of
Dynamic Capabilities. 2002. ISBN 951-791-712-0.

PANU KALMI: Employee Ownership and Degeneration. Evidence from Estonian case
studies. 2002. ISBN 951-791-713-9.

ANNELI NORDBERG: Yrittdjyys, johtajuus ja johtaminen — uuden talouden innovatiivisia
haasteita. 2002. [SBN 951-791-721-X.

LEENA LOUHIALA-SALMINEN: Communication and language use in merged corporations:
Cases Stora Enso and Nordea. 2002. ISBN 951-791-722-8.

TOMMI KASURINEN: Conceptualising the Encoding Process Related to
Institutionalisation in Organisations. From Key Performance Indicator Scorecard to
a Strategic Balanced Scorecard. 2002. ISBN 951-791-723-6.

PEKKA KORHONEN — HELENA TOPDAGI: Performance of the AHP in Comparison of Gains
and Losses. 2002. ISBN 951-791-724-4.

TARJAJORO — PEKKA KORHONEN — STANLEY ZIONTS: An Interactive Approach to Improve
Estimates of Value Efficiency in Data Envelopment Analysis. 2002. ISBN 951-791-725-2.

JUHA-PEKKA TOLVANEN — JEFF GRAY — MATTI ROSSI (edit.): Proceedings of the Second-
Domain Specific Modeling Languages Workshop. 2002. ISBN 951-791-726-0.

SATU NURMI: Sectoral Differences In Plant Start-up Size. 2003. ISBN 951-791-738-4.

SATU NURMI: Plant Size, Age And Growth In Finnish Manufacturing. 2003.
ISBN 951-791-739-2.

PETRI HALLIKAINEN — HANNU KIVIJARVI: Appraisal of Strategic it Investments: Payoffs
And Tradeoffs. 2003. ISBN 951-791-740-6.

SENJA SVAHN: Knowledge Creation in Business Networks — A Dynamic-capability
Perspective. 2003. ISBN 951-791-743-0.

KRISTIAN MOLLER — SENJA SVAHN: Role of Knowledge in the Value Creation in Business
Nets. 2003. ISBN 951-791-744-9.

ELI MOEN — KARI LILJA: European Works Councils in M-Real and Norske Skog: The Impact of
National Traditions in Industrial Relations. 2003. ISBN 951-791-750-3.

KJELD MOLLER: Salatulla “arvopaperistamisella” tuhottiin yrittdjyyttd. 2003.
ISBN 951 791-752-X

ATSO ANDERSEN: Competition Between European Stock Exchanges. 2003.
ISBN 951-791-753-8.

MARKO MERISAVO: The Effects of Digital Marketing on Customer Relationships. 2003.
ISBN 951-791-757-0.



W:344.

W:345.

W:346.

W:347.

W-348.

W:349.

W:350.

W:351.

W:352.

W:353.

W:354.

W:355.

W:356.

W:357.

W:358.

W:359.

W:360.

W:361.

W:362.

KLAUS KULTTI - JUHA VIRRANKOSKI: Price Distribution in a Random Matching Model.
2003. ISBN 951-791-759-7.

PANU KALMI: The Rise and Fall of Employee Ownership in Estonia, 1987-2001.
2003. ISBN 951-791-772-4.

SENJA SVAHN: Managing in Networks: Case Study of Different Types of Strategic Nets.
2003. ISBN 951-791-774-0.

KRISTIAN MOLLER — SENJA SVAHN: Crossing East-West Boundaries: Knowledge Sharing
in Intercultural Business Networks. 2003. ISBN 951-791-775-9.

KRISTIAN MOLLER — SENJA SVAHN: Managing in Emergence: Capabilities for Influencing
the Birth of New Business Fields. 2003. ISBN 951-791-776-7.

TOM RAILIO: The Taxation Consequences of Scandinavian Mutual Fund Investments and
After-Tax Performance Evaluation. 2003. ISBN 951-791-777-5.

KIRSI LAPOINTE: Subjektiivinen ura tyourien tutkimuksessa ja teorioissa. 2003.
ISBN 951-791-778-3.

PANU KALMI: The Study of Co-operatives in Modern Economics: A Methodological Essay.
2003. ISBN 951-791-783-X.

MARJA TAHVANAINEN: Short-term International Assignments: Popular Yet Largely Unknown
Way Of Working Abroad. 2003. ISBN 951-791-784-8.

MARKKU KUULA - ANTOINE STAM: An Interior Point Method
for Multi-party Negotiation Support. 2003. ISBN 951-791-787-2.

JOUKO KINNUNEN: Quantification of Ordered-level Business Sentiment Survey Forecasts
by Means of External Validation Data. 2003. ISBN 951-791-790-2.

TOM RAILIO: The Nature of Disagreements and Comparability Between Finnish Accumu-
lating Mutual Funds and Voluntary Pension Insurances. 2003. ISBN 951-791-798-8.

JUKKA JALAVA: ‘Has Our Country the Patience Needed to Become Wealthy?” Productivity
in the Finnish Manufacturing Industry, 1960-2000. 2003. ISBN 951-791-803-8.

JARI VESANEN: Breaking Down Barries for Personalization — A Process View. 2003.
ISBN 951-791-804-6.

JUHA VIRRANKOSKI: Search Intensities, Returns to Scale, and Uniqueness of
Unemployment Equilibrium. 2003. ISBN 951-791-809-7.

JUHA VIRRANKOSKI: Search, Entry, and Unique Equilibrium. 2003.
ISBN 951-791-810-0.

HANNA KALLA: Exploration of the Relationship Between Knowledge Creation, Organisa-
tional Learning, and Social Capital: Role of Communication. 2003. ISBN 951-791-813-5.

PEKKA SAASKILAHTI: Strategic R&D and Network Compatibility. 2003. ISBN 951-791-817-8.

MAIJU PERALA: Allyn Young and the Early Development Theory. 2003.
ISBN 951-791-818-6.



W:363.

W:364.

W:365.

W:366.

W:367.

W:368.

W:369.

W:370.

W:371.

W:372.

W:373.

W:374.

W:375.

W:376.

W:377.

W:378.

OSSI LINDSTROM — ALMAS HESHMATI: Interaction of Real and Financial Flexibility:
An Empirical Analysis. 2004. ISBN 951-791-827-5 (Electronic working paper).

RAIMO VOUTILAINEN: Quantitative Methods in Economics and Management Science.
2004. ISBN 951-791-832-1 (Electronic working paper).

MATTIKELOHARJU —-SAMULI KNUPFER - SAMITORSTILA: Retail Incentives in Privatizations:
Anti-Flipping Devices or Money Left on the Table? 2004. ISBN 951-791-839-9 (Electronic
working paper).

JARI VESANEN — MIKA RAULAS: Building Bridges for Personalization — A Process View.
2004. ISBN 951-791-840-2 (Electronic working paper).

MAIJU PERALA: Resource Flow Concentration and Social Fractionalization: A Recipe for
A Curse? 2004. ISBN 951-791-845-3 (Electronic working paper).

PEKKA KORHONEN - RAIMO VOUTILAINEN: Finding the Most Preferred Alliance Structure
between Banks and Insurance Companies. 2004. ISBN 951-791-847-X (Electronic working
paper).

ANDRIY ANDREEV — ANTTI KANTO: A Note on Calculation of CVaR for Student’s Distri-
bution. 2004. ISBN 951-791-850-X (Electronic working paper).

ILKKA HAAPALINNA — TOMI SEPPALA — SARI STENFORS — MIKKO SYRJANEN — LEENA
TANNER : Use of Decision Support Methods in the Strategy Process — Executive View. 2004.
ISBN 951-791-853-4 (Electronic working paper).

BERTTA SOKURA: Osaamispadoman ulottuvuudet. Arvoa luova ndkdkulma. 2004.
ISBN 951-791-857-7 (Electronic working paper).

ANTTI RUOTOISTENMAKI — TOMI SEPPALA — ANTTI KANTO: Accuracy of the Condition
Data for a Road Network. 2004. ISBN 951-791-859-3 (Electronic working paper).

ESKO PENTTINEN: Bundling of Information Goods - Past, Present and Future.
ISBN 951-791-864-X. (Electronic working paper).

KASIMIR KALIVA — LASSE KOSKINEN: Modelling Bubbles and Crashes on the Stock Market.
ISBN 951-791-865-8 (Electronic working paper).

TEEMU SANTONEN: Evaluating the Effect of the Market Environmento on the Business
Success of Online Newspapers. 2004. ISBN 951-791-873-9 (Electronic working paper)

MIKKO LEPPAMAKI — MIKKO MUSTONEN: Signaling with Externality. 2004.
ISBN 951-791-880-1 (Elektronic working paper).

MIKKO LEPPAMAKI — MIKKO MUSTONEN: Signaling and Screening with Open Source
Programming. 2004. ISBN 951-791-881-X (Electronic working paper).

TUURE TUUNANEN — KEN PEFFERS — CHARLES E. GENGLER: Wide Audience Require-
ments Engineering (Ware): A Practical Method And Case Study. 2004. ISBN 951-791-889-5.
(Electronic working paper).



Y-SARJA: HELSINKI SCHOOL OF ECONOMICS.
CENTRE FOR INTERNATIONAL BUSINESS RESEARCH. CIBR RESEARCH PAPERS.
ISBN 1237-394X.

Y:7. ZUHAIR AL-OBAIDI — MIKA GABRIELSSON: Multiple Sales Channel Strategies in Export
Marketing of High Tech SMEs. 2002. ISBN 951-791-703-1.

Y:8. REIJO LUOSTARINEN — MIKA GABRIELSSON: Globalization and Marketing Strategies of
Born Globals in SMOPECs. 2004. ISBN 951-701-851-8.

Z-SARJA: HELSINKI SCHOOL OF ECONOMICS.
CENTRE FOR INTERNATIONAL BUSINESS RESEARCH. CIBR WORKING PAPERS. ISSN 1235-3931.

Z:9. V.H. MANEK KIRPALANI — MIKA GABRIELSSON: Worldwide Evolution of Channels Policy.
2002. ISBN 951-791-704-X.

Z:10. V.H. MANEK KIRPALANI — MIKA GABRIELSSON: Need for International Intellectual
Entrepreneurs and How Business Schools Can Help. 2004. ISBN 951-791-852-6.

Kaikkia Helsingin kauppakorkeakoulun julkaisusarjassa ilmestyneita julkaisuja voi tilata osoitteella:

KY-Palvelu Oy Helsingin kauppakorkeakoulu
Kirjakauppa Julkaisutoimittaja

Runeberginkatu 14-16 PL 1210

00100 Helsinki 00101 Helsinki

Puh. (09) 4313 8310, fax (09) 495 617 Puh. (09) 4313 8579, fax (09) 4313 8305
Sahkoposti: kirjak@kyyppari.hkkk fi Sahkoposti: julkaisu@hkkk.fi

All the publications can be ordered from

Helsinki School of Economics

Publications officer

P.O.Box 1210

FIN-00101 Helsinki

Phone +358-9-4313 8579, fax +358-9-4313 8305
E-mail: julkaisu@hkkk.fi




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




