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ABSTRACT

This study compares the time series properties of accrual and cash- 
based income variables in order to determine the basic 
(dis)similarities in the underlying mechanisms of their behavior 
over time. The main motive behind this research objective lies in 
the observation that while the relevant literature almost 
unanimously suggests that annual accrual-based income follows a 
submartingale (random walk with or without a drift) or similar 
process, the explanations for such behavior are virtually non­
existent. It has been particularly unclear whether the 
submartingale behavior is primarily due to industrial-organization- 
based or accounting-method-based factors. The comparative analysis 
of accrual vs. cash-based income time series performed in this study 
tackles the relative strengths of these competing explanations.
Theoretical analysis of serial dependences at the sales and 
operating income levels produced inconclusive results with respect 
to the relative magnitudes of autocorrelation in accrual vis-a-vis 
cash-based variables. Empirical analysis was needed to provide an 
answer to the research question.
The empirical time series analysis was performed on accrual-based 
sales, operating income and net income variables, and on their 
direct cash-based counterparts. The time series data was obtained 
from the financial statements of 39 listed Finnish firms 
representing various industries. The data covered the 34-year 
period 1951-84.
The empirical inquiry involved three main phases. First, the degree 
of randomness was analyzed with distribution-free tests and 
autocorrelation analysis. Second, some parsimonious univariate time 
series models were estimated from the data. Third, the predictive 
ability of the models was tested in non-overlapping hold-out 
prediction periods.
The main findings of the empirical time series analysis were as 
follows. First, the analysis confirmed with data from Finnish firms 
the prior results obtained in other countries that, on average, the 
underlying mechanism descibing the behavior of annual accrual 
accounting income variables is a submartingale or similar process. 
Second, submartingale-type behavior in accrual variables was 
observed across all income measurement levels analyzed in this 
study. Third and most important, at the operating and net income 
levels the submartingale model did not turn out to be robust across 
the accounting systems : the behavior of the cash-based operating and 
net income variables were much better described by constant 
processes than by submartingales. Thus, the main conclusion of this 
study is that the accountinq-method-based explanation for the 
observed patterns in annual accrual income numbers is obviously much 
stronger than the competing industrial-organization-based 
explanation. Furthermore, another implication of the results is that 
insofar as market expectations can be proxied with past 
realizations, the information content of the most recent cash flow 
number should be relatively small.
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1. INTRODUCTION

1.1. Background of the Study

This study relates to two interrelated areas in the broad domain of 
empirical research on financial accounting. The first is the time 
series analytic research area which deals with the behavior of 
financial statement numbers over time.

The origin of the time series research tradition can be traced back 
to the early sixties, when the first noteworthy study in this area 
was published in the United Kingdom (Little, 1962) . Research 
activity subsequently moved quite rapidly to the United States in 
the late sixties, where the early findings suggesting independence 
in consecutive earnings changes were soon confirmed by large samples 
of firms and more rigorous statistical methods.

The methodological development that took place in time series 
analysis in the early seventies, especially the approach suggested 
by Box and Jenkins [1], gave a new additional thrust to many further 
studies in the late seventies and early eighties with new research 
questions and objectives. In addition to modeling the behavior of 
annual earnings and rates of return, the time series properties and 
predictive content of interim income numbers were analyzed, 
comparative studies of the predictive ability of management and 
financial analysts vis-a-vis time series models and each other were 
performed, the predictive content of variables exogenous to past 
historical time series were explored, aggregation issues were 
tackled across various dimensions, and so on. Although not always 
explicitly recognized, one of the main driving motives behind many 
of these studies has been the aim to develop new and better 
expectation models for corporate earnings. This, in turn, has been



1-2

based on the belief that such models might be useful e.g. for* the 

valuation of the firm's shares.

As a general observation on the research in this area, it can be 
said that whatever their exact question might have been, the vast 
majority of the studies have analyzed earnings or rates of return 
variables obtained from financial statements based on the accruals 
principle and historical costs. Furthermore, it is evident that the 
research tradition in the area has been highly empirical with little 
efforts on a priori or even a posteriori hypothesis formation. In 
the trichotomy "descriptive - positive - normative research", the 
time series studies of financial statement numbers serve as a good 
example of the first mentioned research type. This is because they 
typically search for answers to the question of what things exist 
rather than seek explanations for the existence of things, or 
recommendations of how things should be.

Since the bulk of the time series research has been carried out in 
the U.S., it is perhaps not very surprising that a capital market 
linkage was also introduced into some of the studies quite early. 
The pioneering work in this second area in the background of the 
present study was published in the late sixties (Ball and Brown, 
1968), and it formed a basis for a subsequent research tradition 
known as "information content studies".

As is well-known, the main impulse to this research area was the 
emergence of the notion of capital market efficiency in the early 
sixties, implying that share prices reflect all relevant information 
available to the market. Since it is the task of the accounting 
profession to produce relevant information for users of financial 
statements, the information content studies examined the extent to 
which accountants have succeeded in the accomplishment of this basic
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task by examining market reactions to published earnings numbers. 
It was assumed that insofar as the capital market efficiently 
utilizes all relevant information, the stronger the market reacts to 
earnings announcements, the greater the information content of the 
announced earnings.

Besides the information content of published annual earnings 
analyzed in the early studies of the late sixties and early 
seventies, many other subsequent studies have examined the content 
of various aspects of accounting information in the market context. 
For example, market reactions to interim earnings, interim sales and 
expenses, valuation of inventories, components of earnings, 
replacement cost accounting, as well as cash flows derived from 
financial statements have been analyzed in the framework provided by 
the efficient market hypothesis.

The relation between the two research areas (the time series 
research and the information content research) lies in the proxies 
the former provides for market expectations of earnings needed in 
the latter. For example, the original study of Ball and Brown 
(1968) mentioned above assumed that if succesive earnings changes 
are independent, then the most recent earnings number might serve as 
a useful surrogate for earnings expectations in the market. Based on 
that assumption, Ball and Brown then measured the unexpected 
earnings with the difference between two consecutive earnings 
numbers and found a clear-cut relationship in the market reaction to 
the sign of unexpected earnings. Following this basic design, many 
subsequent studies (e.g. the studies analyzing the information 
content of interim reports) have relied on the results which time 
series analysis could provide about the behavior of earnings
variables.
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1.2. Research Objective and Its Relevance

Relating to the background framework briefly described above, this 
monograph has the following objective:

The present study aims to compare the time series 
properties of accrual versus cash-based income 
variables in order to determine the basic 
(dis)similarities in the underlying mechanisms of 
their behavior over time.

The main thrusts motivating this research objective are discussed 
below.

(i) Literature reviews of the time series research in corporate 
financial reporting reveal that the bulk of prior studies in the 
area have analyzed the behavior of accounting income variables and 
their derivatives such as earnings per share or rate of return 
obtained from financial statements based on the accruals principle 
and historical costs. Empirical results obtained from annual data 
have almost consistently showed that, on average, accrual accounting 
earnings tend to behave like a submartingale process (random walk 
with or without a drift). The important point motivating this study 
is that the explanations proposed in the literature for this 
observed tendency are, however, very meager.

As is the case with some other areas of empirical research on 
corporate financial reporting, time series research has suffered 
from a lack of theoretical underpinning for empirical inquiries. 
Both literature reviews and individual studies have explicitly 
recognized this state of the art. For example, Ball and Watts (1972, 
p. 667) note the following:

"While the theory of efficient markets may yield specific 
hypotheses for the time series behavior of market prices 
of securities, there is no such theory for firms' incomes."
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Lev (1977, p. 6) also notes the same deficiency:
"...a dynamic theory of the firm under uncertainty, which 
is required for the time series hypotheses, is as yet non­
existent . '*

Although by now some time has elapsed since those statements were 
made, the state of the art is still virtually the same. It seems 
that the literature has so far provided little theoretical (and 
empirical) explanations for the observed tendencies in the time 
series properties of income variables. The scarcity of explanations 
is obvious from the following remarks in more recent reviews of the 
area :

"In fact, the random-walk hypothesis for earnings is not 
theory-based." (Lorek, Kee and Vass, 1981, p. 110)

"Although discussions of economic and other explanations 
for observed statistical patterns are sometimes provided, 
typically, these discussions are included in either the 
introduction or the conclusion of the paper rather than 
being factored into the research design. ... At present, 
our knowledge as to why certain statistical properties are 
found for the annual earnings series of firms is very 
meager indeed." (Ball and Foster, 1982, pp. 211-212)

"There have been few attempts to develop a theory that 
explains why reported earnings follow one particular 
process or another". (Watts and Zimmerman, 1986, p. 136)

Thus, it can be seen that the situation in the current research area 
is at present similar to what it was in the finance literature over 
two decades ago; although empirical observations suggesting the 
independence of successive security price changes had a long 
history, explanations of the phenomenon were not available until 
the mid-sixties when Samuelson (1965) provided theoretical proof 
for the observed random walk behavior. (As is well-known, that 
explanation gave thrust to the development of the efficient market 
hypothesis which in turn formed a basis for one of the main-stream 
research areas in financial accounting.)
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Although a well-articulated explanation of the random walk-type 
behavior in corporate income numbers has so far not been provided, 
it would be inaccurate, however, to say that the knowledge of the 
determinants of the time series behavior of corporate income numbers 
is a 'tabula rasa' or that the question would not at all have been 
tackled in the literature. In fact, some hypotheses have been 
presented which can be grouped under the broad categories of 
industrial-organization-based and accountinq-method-based explana­
tions (See Ball and Foster, 1982, p. 211-212. See also Gonedes and 
Dopuch, 1976 p. 3, who argue that the properties of accounting 
numbers are jointly determined by accounting techniques and the 
attributes of the firm's decisions). The effects of these 
explanations can be formally summarized with the following general 
model :
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Q = ¿(a, ß) (l-l)

where
n = the underlying stochastic processes of income variables

a = factors relating to the industrial-organization-based 
explanation including:
al = factors attributable to the economy as a whole; e.g. 

growth rate of the economy, cyclical fluctuation, 
rate of inflation, degree of regulation etc.,

a.2 = factors attributable to the industry; e.g. 
characteristics of supply and demand markets,
competitive situation within the industry, barriers 
to entry etc.,

a3 = factors attributable to the firm; e.g. size, growth, 
capital intensity, competitive capacity, cost
structure, type of control, acquisition/divestiture 
behavior etc.,

a4 = managerial decisions on the amount, value, and timing 
of the firm's transactions with external parties.

ß = factors relating to the accounting-method-based explanation 
including:
ßl = the nondiscretionary choice of the basic accrual 

accounting system including the principle of
recognizing revenues and expenses on the accrual 
basis, the principle of matching costs with revenues, 
and the principle of using historical costs as 
expenses,

ß2 = discretionary choices within the basic accrual 
accounting system, viz. the particular valuation and 
allocation rules followed in the preparation of 
financial statements,

ß3 = manipulative actions taking place through 
classificatory smoothing practices across different 
levels of income statements ; e.g. the classification 
of expenses as ordinary vs. extraordinary.

With regard to the role of the economy-wide and industry-wide, 
determinants (al and a2), the literature on the association betwee, 
income variables and various indices constructed across the economy
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and within different industries shows that the variation of income 
numbers over time may to some extent be explained by the economic 
factors captured by these indices (see Brown and Ball, 1967, which 
was the seminal paper in the area). Moreover, observations that the 
economy-wide and industry-wide indices have not been able to explain 
all of the variation in income numbers and the findings that the 
income variablés of different firms may have different underlying 
processes (see e.g. Watts and Leftwich, 1977; Albrecht et al., 1977) 
have given rise to studies showing the association between time 
series properties of income numbers and some firm-specific 
determinants (a3) (see Lev, 1977, 1983). Furthermore, managerial 
decisions (a4) on individual transactions with external parties 
(customers, suppliers and financial markets) obviously also have a 
direct effect on the monetary consequences of these transactions and 
thus on the behavior of income variables.

In regard to the importance of the basic accrual accounting system 
(ßl), several studies support the notion that it may have a role to 
play as a determinant of the underlying process(es) of income 
variables. For example, Beaver (1970, pp. 69, 88 ) and Lookabill 
(1976, p. 736) suggest that the accounting measurement rules based 
on historical costs may give rise to certain behavior in the 
accounting rates of return. Furthermore, recent theoretical 
analysis by Dharan (1985) suggests that the use of the accrual 
principle may result in a lower variance in the income variable than 
an alternative cash-basis.

With respect to the role of the discretionary smoothing actions 
through accounting choices within the accrual system (ß2), e.g. the 
results obtained by Dopuch and Watts (1972) suggest that accounting 
changes in the depreciation method may cause changes in the
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underlying processes of reported earnings numbers. Furthermorë, in 
regard to the manipulative actions through classification of 
accounting items across income statement (ß3) the income smoothing 
literature supports the notion that such actions exist and, 
therefore, may also have an effect on the underlying processes of 
accrual income variables. (For a comprehensive review of the income 
smoothing literature, see Ronen and Sadan, 1981.)

In conclusion, although a number of explanations have been proposed 
in the literature for the observed time series properties of income 
numbers, it still seems to be unclear why the tendency towards 
submartingale-type behavior in (accrual-based) income variables 
exists. Particularly, the relative strengths of the competing 
industrial-organization-based and the accounting-method-based 
explanations have remained ambiguous in the literature. As a motive 
for this study, it was assumed that a rigorous analysis of the 
(dis)similarities between the underlying processes of accrual-based 
versus cash-based (i.e. non-accrual-based) income variables might 
provide some insight into this issue. The rationale of such 
comparative time series analysis is based upon the following 
alternative filter models of cash flows and reported accrual income
variables :
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FIGURE 1-1i Alternative Filter Models of Accrual and Cash-Baséd 
Income Variables

A) A Serial Filter Models

I « 1T
fl Transactions J —> |Cash Flows|

I ß 1
~T~

fi(CF)
Accrual
Accounting
System

—> 
Q(A)

B) A Parallel Filter Model:

1 ß I

~T~
Ï

[Transactions! ---
----- > ¡Cash Flows]-------->

-----------  fi(CF)

Accrual
Accounting! ------- >
System I fi(A)

Legend :
a = economic factors relating to the industrial-organization 

-based explanation (see 1-1)
ß = accounting factors relating to the accounting-method 

-based explanation (see 1-1)
fi ( A) = the underlying processes of accrual accounting income 

variables
fi(CF) = the underlying processes of cash-based income variables
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Irrespective of whether a serial or parallel filter system is 
assumed for accrual income and cash flows, figure 1-1 suggests the 

following :

0) If the effect of ß is insignificant, then i)(A) = fi(CF), and 
1) If the effect of ß is significant, then fi(A) ¿ fi(CF).

Based on these suggestions, the following alternative hypotheses are 
defined for this study:

HO: If the economic factors relating to the industrial- 
orqanization-based explanation are of primary importance 
as determinants of the underlying processes of accrual- 
based income variables, then similar processes underlie 
the accrual-based variables and their cash-based (non­
accrual) counterparts.
HI: If the accounting choices relating to the accountinq- 
method-based explanation are of primary importance as 
determinants of the underlying processes of accrual-based 
variables, then different processes underlie the accrual- 
based variables and their cash-based (non-accrual) 
counterparts.

With respect to the general model of the underlying determinants (1- 
1), it should be readily recognized that the comparative analysis of 
the cash-based and reported accrual income variables performed in 
this study mainly concerns the joint effect of the nondiscretionary 
choice of the basic accrual accounting system (ßl) and the 
discretionary accounting choices within the accrual system (ß2). It 
should be noted that the effects of the manipulative actions taking 
place through classificatory smoothing practices (ß3) can be 
controlled by analyzing net income variables appearing on the bottom 
line of the income statement. Furthermore, it should also be 
recognized that some of the discretionary accounting method choices 
in ß2 affect not only the accrual income but also cash-based income 
because of their potential tax effects. However, insofar as such
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accounting choices have any material effects on the cash-based 
variables, they can be controlled by examining the behavior of 
income variables both before and after tax.

Having now elaborated upon the main starting point for this study, 
the other motives giving thrust to this research are discussed 
below.

(ii) Studies examining the information content of income numbers 
through measuring capital market reactions to unexpected income 
changes typically require the specification of an expectancy model 
for income variables. Consequently, insofar as the information 
content of accrual and cash-based income variables is to be measured 
with market reactions, and if the market income expectations are 
approximated by expectancy models based on observations of past 
income, then the knowledge of the underlying processes of accrual 
versus cash-based income variables is of primary importance for such 
information content studies.

For example, the early studies addressing the question of the 
information content of cash flows typically used surrogates such as 
earnings plus depreciation as measures of cash flow in analyzing its 
potential information content (see Ball and Brown (1968); Beaver and 
Dukes (1972); Patell and Kaplan (1977)). As Watts and Zimmerman 
(1986, p. 66) note, the result obtained in these early studies 
suggesting that market reactions to unexpected cash flows are 
smaller than to unexpected earnings, and that unexpected cash flows 
may not have any additional information content beyond earnings, may 
well arise from the poor validity of the cash flow surrogates used 
in these studies to describe true underlying cash flows.

However, another possible explanation may be provided by the fact
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that the information content studies mentioned above also used 
similar expectancy models (random walk -type models) for both 
earnings variables and for cash flow surrogates, i.e. it was 
implicitly assumed that there is no difference between the 
underlying processes of the accrual vis-a-vis cash-based income 
variables. This being the case, it can be argued that the negative 
results of the existence of information content in income variables 
may well have been an outcome of the joint effect of the use of a 
poor cash flow surrogate and a poor expectancy model for cash flows.

(iii) In addition to the information content studies, cash flow 
expectations are also needed in direct applications of valuation 
models of firm's shares. For example, the well-known capital asset 
pricing model (CAPM) developed in the sixties requires the 
specification of future cash flow expectations in one way or another 
for valuation purposes [2].

However, because direct measures of future cash flow expectations 
needed for the valuation models have not been available, it has been 
a common practice to use accrual earnings variables as proxies for 
cash' flows. In fact, as Watts and Zimmerman (1986) note, the 
rationale for using accrual-based income variables as proxies for 
cash flows in valuation context could be based on arguments such as 
the following:

"Empirically, accounting earnings can be associated with 
cash flows. If they are associated, then accounting 
earnings of a firm for the current period can provide 
information on the firm's current cash flows and (if 
current cash flows provide information on future cash 
flows) on expected future cash flows." (ibid., p. 27), or
"Indeed, some accountants think that the accrual process 
could cause current earnings to be a better index of 
future cash flows than current cash flows." (ibid., p.131)
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The critical assumption behind the first statement is the condition 
that "current cash flows provide information on future cash flows 
implying that succesive cash flow numbers are serially correlated. 
However, the second statement is based on an opposite assumption : 
the lower the serial dependence between successive cash flows, the 
less the predictive content of current cash flows, and hence current 
accrual earnings may provide a superior expectation of future cash 
flow. Despite the seeming conformity between the two arguments in 
their support to accrual earnings, it can be seen that they are 
quite obviously based on contradicting assumptions about the 

underlying processes of corporate cash flows.

Apart from the question of whether or not current earnings provide 
better cash flow expectations than current cash flows, the important 
point motivating this study is the assumption that insofar as income 
variables from the accrual accounting system are to serve as valid 
proxies for cash flows, the relevant time series properties, and 
hence the underlying processes of accrual versus cash-based income 
variables must be similar. The extent to which such similarities 
exist can be seen from a comparative analysis of the time series 
describing the behavior of these variables.

(iv) A knowledge of the (dis)similarities of accrual and cash-based 
income variables may also have a role to play in the income 
smoothing literature. As noted by Ronen and Sadan (1981), the 
income smoothing studies are typically based on the notion that 
(through the exploitation of actions included in ß2 and ß3 in 1-1) 
managers try to smooth income series by reducing the variance of 
income numbers around a trend or some other level of income.

However, it can be argued that tests of the smoothing hypothesis are



1-15

joint tests of "the assumed time series of cash flows before 
management applied accounting procedures and smoothing" (Watts and 
Zimmerman, 1986 , p. 137, emphasis added.) It can also be shown with 
simple exercises that while the smoothed (reported) earnings behave 
like a random walk, the presmoothed series may follow a process 
other than random walk (ibid., p. 145). Insofar as the time series 
of cash-based income can constitute the "presmoothed series", it 
must be recognized that knowledge of the (dis)similarities in the 
underlying processes of accrual and cash-based income variables also 
has important implications for the income smoothing literature.

(v) As a final motive for the present study, it can be speculated 
that the knowledge of the basic characteristics of the underlying 
processes of accrual and cash-based income variables may provide an 
important contribution to what could be labelled as "dynamic 
theories for the behavior of the operating, investing and financing 

flows of the firm".

So far, the fragments of such theories are scattered over a number 
of disciplines such as microeconomics, operations research and 
accounting. Typically, such theories take the form of a causal 
multivariate econometric model describing the behavior of income 
variables as functions of some exogenous and endogenous variables. 
It is reasonable to assume that at the very minimum, the relevance 
of knowledge of a firm's income time series processes can be in 
empirical tests of the forecast performance of econometric models 
for which univariate time series models can provide useful
benchmarks.
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1.3. Outline of the Research Report

The remainder of this research report is organized as follows :

Chapter 2 reviews the prior literature on the time series properties 
(and predictability) of accrual and cash-based income variables. It 
aims to describe the current state of the art by examining relevant 
results of prior studies and their technical solutions. The chapter 
ends with a discussion of some relevant issues in the previous 
literature.

Chapter 3 contains a tentative theoretical analysis of serial 
dependence (autocorrelation) in income variables at sales and 
operating income levels. The purpose of that analysis is to provide 
insight into the question of whether different accounting systems 
(i.e. the accrual and cash accounting systems) may produce 
(dis)similar autocorrelations in income variables. It may be 
worthwhile to note here that the analysis of autocorrelations is 
relevant for the present study, because their (dis)similarities have 
direct implications to the (dis)similarities of the underlying 
processes of the income variables.

In chapter 4, the exact variable definitions for empirical analysis 
are discussed. It also reports on the sample selection and 
adjustments performed to the raw time series data.

Chapter 5 is a methodological description of the empirical time 
series analysis. The chapter begins with a description of the 
general design of the empirical inquiry. Thereafter, the competing 
time series models and the rationales of their selection are 
discussed. The details of the model estimation are also discussed in 
this chapter as well as the most important issues in the predictive 
ability tests.
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The results from the empirical inquiry are reported in chapter 6. 
The first three sections report on the results of the tests of 
randomness, results from an analysis of cross-sectional dependences 
in randomness and from the tests of the theoretical models, and 
results from the tests of stationarity. The estimation results and 
the results of the predictive ability tests are subsequently given. 
The chapter concludes with a summary of the test results.

Chapter 7 provides an overall summary of the study. Of course, the 
main findings and their implications are also discussed in this 
concluding chapter.
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NOTES TO CHAPTER 1:

[1] For a brief description of the Box-Jenkins approach of modeling 
and forecasting of time series, see e.g. Mabert and Radcliffe 
(1974 ) .
[2] For expositions of the theoretical valuation model based on 
capital market equilibrium under uncertainty, see e.g. Fama and 
Miller (1972, p. 298) or Haley and Schall (1979, p. 158). In the 
single period case the model has the following form (see Haley and 
Schall, 1979, pp. 194-202 for a generalization to multi-period
valuation)s

W(S) = X(0)
E[X(1)] - T Cov[X(1),r(m)]

- 1(0) + -------------------------1 + i

where W(S) = the value of the firm, i.e. the wealth provided by 
the firm to its shareholders in capital market 
equilibrium

X(0) = current cash income of the firm (current 
revenues minus cash expenses)

cash

1(0) = cash outlay on current investments (including 
increase in cash and other liquid assets)

the

E[X(1)] = expected value of cash income in period 1 (in the 
single period case this includes the cash received 
from liquidating the assets in period 1)

X = (E[r(m)] - i}/o2(m), i.e. the difference between the 
expected return on the market portfolio and the 
risk-free rate of return divided by the variance of 
the return on the market portfolio

Cov[X(1),r(m)] = covariance between the firm cash income in period 1 
and the return on the market portfolio

i = risk-free rate of return

This theoretical valuation model is a direct derivative of the well- 
known Capital Asset Pricing Model (CAPM) developed by Sharpe, 
Lintner and Mossin in the 1960s. An important conclusion that can be 
drawn from the above model is that "... the wealth provided by the 
firm is independent of financing policy since neither X(0), X(1), 
nor 1(0) is affected by financing policy. The wealth is solely a 
function of the basic cash flows of the firm and investment policy." 
(Haley and Schall, 1979, pp. 158-159.)



2-1

2. Л REVIEW OF RELEVANT PRIOR LITERATURE

By the 1980s, studies on the time series properties and 
predictability of financial statement numbers had provided a 
substantial amount of empirical research on corporate financial 
reporting. This chapter1 reviews a relevant part of this literature 
in an organized manner with the aim of providing a comprehensive 
view of the specific topics and their development in the current 
research area. (The literature review below is based on Kinnunen 
(1984), which has been reorganized and updated for the present 
report.) The final purpose of the chapter is to provide a framework 
against which the present study can be put into perspective.

The literature review below is organized into four main sections. 
First, the motives and results of studies analyzing the time series 
properties and forecasts of accrual-based income variables is 
explored (section 2.1.) Second, the research findings from studies 
examining the behavior and forecasts of cash-based income variables 
is examined (section 2.2.). Then, a brief methodological summary of 
some technical issues (such as sample sizes and statistical methods) 
of prior studies is presented (section 2.3.). Finally, the chapter 
ends with a discussion, including a review of prior reviews and 
conclusions from the literature review.

2.1. Prior Time Series Research on Accrual Income Variables

Since the number of prior studies examining the behavior of accrual 
accounting income variables is very large, the literature covered by 
the current review is certainly not exhaustive. However, it is the 
author's contention that the most relevant part of the literature is 
included so that the conclusions drawn from the review are 
justified.
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2.1.1. The Main Motives behind Prior Studies

In the very beginning, the size of the literature necessitates the 
question concerning the underlying motivation. In other words, it 
is reasonable to pose the questions What prompted earlier research 
in this area? That question has usually been answered with 
references to the following arguments.

(i) It has been stated that theoretical and empirical studies on the 
valuation of a firm's securities require a knowledge of future 
earning power and income expectations. Such a view is explicitly 
manifested for example in the following propositions released by the 
FASB in the late 1970s (see e.g. Hopwood, McKeown and Newbold, 1981, 
footnote on p. 927)s

"Fundamental financial analysis focuses on earning power 
of an enterprise in estimating the intrinsic value of the 
stock", and
"The most important single factor determining a stock's 
value is now held to be the indicated average future 
earning power".

Since the accounting profession commonly regards accrual earnings as 
a superior measure of earning power, it is then quite understandable 
that earnings forecasts provided e.g. by the knowledge of the 
earnings time series behavior have been found important.

(ii) As noted e.g. by Brown and Rozeff (1978, p. 1), the rational 
market expectations hypothesis implies that market expectations 
should be measured with the 'best' forecasts available. This 
argument provides a clear motive for studies where the relative 
predictive ability of various forecasting agencies (e.g. time series 
models and financial analysts) have been examined. Furthermore, the 
results from these studies also provide a starting point for market- 
based studies examining the market reactions to published accounting
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information.

(iii) Studies on the relative accuracy of forecasts provided by such 
agencies as management and financial analysts may also have been 
partly motivated by the debate that took place in the U.S. in the 
1970s. That debate concerned the question of the 'usefulness' of 
forecast disclosure. The rationale behind this research was that 
insofar as time series models were able to provide (at least) as 
accurate earnings forecasts as management and/or financial analysts, 
the forecasts provided by the latter would be futile and therefore 
should (or need not) be disclosed. (However, this argumentation 
assumes that the costs incurred from acquiring time series model and 
management or analysts forecasts are identical.)

(iv) The relevance to the income smoothing literature has also been 
commonly recognized as one important motive underlying the time 
series research of income variables. The rationale behind this is 
that studies in this area have been recognized as dependent on the 
assumptions concerning the underlying stochastic process of income 
numbers. On the one hand, it has been argued that income smoothing 
is futile when the net income of the firm follows a submartingale 
process (see Ball and Watts, 1972, pp. 663-665). On the other hand, 
theoretical models for optimal income smoothing under different 
stochastic processes have been presented with results supporting the 
income smoothing practices (see Gonedes, 1972).

(v) It has also been argued that time series analysis of income 
variables could be used as a means for deciding whether or not to 
adopt a considered accounting method. The relevant decision 
criterion should be the effect which the particular method might 
have on the time series behavior of the resulting income numbers
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(Dopuch and Watts, 1972. See also Gonedes and Dopuch, 1976, pp. 18- 
22 for a discussion on the use of time series analysis in the 
evaluation of the effects of alternative accounting methods). 
According to this view, for example, the effect of the change from 
straight line to accelerated depreciation method should be 
determined on the basis of the potential change in the structure of 
the underlying stochastic process of the income variable.

(vi) Finally, it has been suggested that the time series analysis of 
accounting numbers is useful for analytical review or auditing of 
financial statements (see e.g. Kinney, 1978). The rationale behind 
this proposition is the task allocation of the reviewing or auditing 
work : accounting items that are found to be relatively far from 
their predictions (generated by time series models) should be 
reviewed in greater detail than the items which are close to their 
expectations. In this way time series analysis should help the 
reviewer/auditor to focus on the relevant points of the financial 

statements being analyzed.

Having now listed the main motives for research in the area, we 
shall turn below to a closer examination of individual topic areas.
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2.1.2. Relevant Topics and Research Results

The research results in the following topic areas will be explored 
below:

(1) Time series properties of annual income;
(2) Determinants of annual income behavior;
(3) Time series properties of interim (quarterly) income;
(4) Predictive content of interim (quarterly) income;
(5) Managers' and financial analysts' relative forecasting 

ability;
(6) Predictive content of specified economic information; and
(7) Information content of accrual income

In order to highlight the essentials of prior research findings, the 
technical and methodological issues of the studies reviewed here are 
deliberately omitted from this section. Instead, they are briefly 
summarized in a separate section (2.3.) and in appendix 2-1 relating 
to it.

( 1) Time Series Properties of Annual Income

A major topic area concerns the temporal behavior of annual income 
numbers. The most important research questions asked in these 
studies are as follows :

(i) Is there any systematic pattern (serial dependence) in 
the growth of corporate annual income?
(ii) What kind of stochastic process provides on average 
the best description of the observed behavior of income 
numbers over time? To what extent does the behavior of 
income numbers of individual firms differ from each other?
(iii) What kind of time series model(s) would provide the 
best forecasts for the annual income?

The substantive answers provided by the literature to thesr 
questions are as follows.
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(i) The behavior of corporate annual income seems to be 
characterized by "higgledy piggledy growth" which means that 
successive changes in annual income are random, i.e. independent of 
each other. This evidence was first obtained with data from the 
U.K. (Little, 1962; Rayner and Little, 1966) and was subsequently 
verified with data from the U.S. (Lintner and Glauber, 1967; Fama 
and Babiak, 1968). The very important implication of this finding is 
that, because successive earnings changes are essentially random, 
the earnings growth observed in the past does not provide a reliable 
forecast for future growth in earnings.

(ii) It has been found that, on average, annual income numbers 
follow the submartingale or similar process. This result, which is 
consistent with the previous findings, was explicitly stated first 
by Ball and Watts (1972), and it has been repeatedly supported by 
several subsequent studies in the U.S. (e.g. Brooks and Buckmaster, 
1976; Ball and Watts, 1979; Brooks and Buckmaster 1980; Hopwood, 
Newbold and Silhan, 1982). Moreover, Ball and Foster (1982, p. 187) 
mention that results consistent with the submartingale behavior of 
annual earnings have also been found in Australian and New Zealand 
firms. Furthermore, Kodde and Schreuder (1984a) report results 
supporting submartingale behavior in Dutch firms.

At this point it should be noted that, under certain conditions, the 
general result supporting submartingale behavior has not been found 
to be a valid description of income behavior. This is the case in 
the years immediately following an exceptionally high or low annual 
income (due to e.g. the firm taking a 'financial bath')., when some 
mean reverting or moving average behavior has been noted (Brooks and 
Buckmaster, 1976 and 1980). Furthermore, as regards the income 
behavior in individual firms, the evidence suggests that different



2-7

firms have different underlying processes (Salamon and Smith, 1977; 
Albrecht et al., 1977; Watts and Leftwich, 1977).

(iii) When the predictive ability of submartingales has been 
compared with individually identified firm-specific ARIMA models, it 
has turned out that the former can do (at least) as good a job in 
predicting annual earnings as the latter (Albrecht at al., 1977; 
Watts and Leftwich, 1977). This result is manifested e.g. in the 
following statements;

"The ability of random walk to 'outpredict' the identified 
Box-Jenkins models suggests that the random walk is still 
a good description of the process generating annual 
earnings in general and for individual firms." (Watts and 
Leftwich, 1977, p. 269)
"To summarize, the evidence suggests that, for forecasting 
annual earnings using annual data, individual firm ARIMA 
models perform no better than random walk models that 
allow for a drift parameter." (Bao et al., 1983, p. 408)

The research results mentioned above concern primarily the time 
series properties of absolute income numbers such as net income 
available to common equity holders or earnings per share. In 
addition, there is also evidence on the time series properties of 
relative income numbers expressed in the form of rates of return on 
common equity. In the early study of Beaver (1970), it was found 
that the underlying process of market-based as well as accounting 
rates of return might be of the mean reverting type. This conclusion 
was subsequently supported by Lookabill (1976) and Freeman et al. 
(1982) who also found mean reverting behavior for rates of return on 
common equity. Furthermore, Albrecht et al. (1977) found that 
individually identified ARIMA models from accounting rate of return 
series did not provide forecasts that were any better than those 
given by the simple random walk. It should be noted, however, that 
the mean reverting model was not tested in that study.
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(2) Determinants of Annual Income Behavior

This body of time series research has tackled the following 

questions :

(i) What is the effect of economy- and industry-wide 
factors on the variation of annual income numbers over 
time?
(ii) Is there any association between the time series 
behavior of rate of return and the systematic ('beta') 
risk of a firm?
(iii) Could some specified industry and firm-specific 
determinants affect the degree of dependence between 
successive earnings changes?

(i) The first question concerning the role of economy and industry­
wide factors was examined by Brown Ball (1967). They found that an 
important variable explaining the temporal variation of income 
numbers was an economy-wide index obtained by a cross-sectional 
average of income over all firms in the sample. Depending on the 
exact income definition, the economy-wide index explained on average 
some 40 - 60 % of the total variation in the income variables over 
time. Furthermore, an industry-wide index (average income of firms 
within the same industry) increased the explanatory power to about 
70 % (see Brown and Ball, 1967, table 4, p. 64). Taken at face 
value, these results would suggest that firm-specific factors might 
play a minor role as determinants of income behavior. However, it 
should be noted that the results were obtained from the levels of 
the income variables, and therefore the coefficients of 
determination may be biased upwards (due to e.g. a common trend).

(ii) The results on the relationship between the time series 
behavior of rate of return and the systematic risk of the firm 
suggest that the mean reverting or moving average behavior of 
market-based as well as accounting rates of return does not seem to



2-9

be explained by mean reversion in systematic risk (Lookabill, 1976). 

Therefore,

"This leaves the explanation that the historical cost 
accounting system (as well as, perhaps, managerial 
manipulation) induces averaging into the accounting 
system." (ibid., p. 736)

(iii) With regard to the industry and firm-specific determinants, 
the evidence provided by Lev (1977 and 1983) indicates that such 
economic factors as product type (nondurables vs. durables), 
barriers to entry (competition) and capital intensity (operating 
leverage) are associated with the degree of serial dependence in 
earnings changes. Furthermore, Lev (1983) also suggests that 
earnings variability is affected by product type and firm size. On 
the other hand, factors such as firm size and type of control (owner 
vs. management control) were not found to be significant 
determinants of serial dependence in earnings changes. On the 
whole, Lev's studies suggested that

"... corporate earnings behavior is systematically* 
affected by substantive economic factors." (Lev, 1977, p.
27), and

"... the association found between economic factors which 
vary across firms and the degree of dependence in earnings 
changes appears to suggest that different stochastic 
processes generate corporate earnings." (ibid., p. 28)

Furthermore, some studies mentioned in the preceding subsection have 
also shown that certain industry-specific determinants may be 
associated with the underlying processes. This was indicated e.g. by 
Albrecht et al. (1977, p. 228-229) who identified models of the 
autoregressive type for firms in the steel industry. Similar models 
were also obtained by Watts and Leftwich (1977, p. 262) for railroad 
companies. In all, these findings are consistent with Lev's results 
(1977, 1983), because the significant determinants found by him can
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largely be traced to the industry of the firm.

Finally, interesting analytical results have been derived by Dharan 
(1983a), who indicates that under a theoretical decision model of 
the firm's production, investments and inventory accounting, and 
assuming that sales behave like a white noise process (i.e. each 
period's sales level is an identically and independently 
distributed random variable), a particular stochastic process (viz. 
ARMA(3,3)) could be expected to underlie earnings behavior. Thus, 
there are also some theoretical results available which indicate the 
mechanisms of the effect of firm-specific decisions on the time 
series behavior of earnings.

(3) Time Series Properties of Interim (Quarterly) Income

In addition to annual income series, there are a number of studies 
examining the behavior of interim (quarterly) numbers. It should be 
noted that the findings from these two data sets are related to each 
other, because findings from quarterly series have direct 
implications for expected processes from annual series.

The main research questions motivating time series analysis of 
quarterly earnings have been as follows:

(i) Can the random walk-type behavior observed from annual 
earnings series be generalized to quarterly earnings as 
well?
(ii) In case the answer to the above question is negative, 
what kind of a stochastic process might provide the best 
description of quarterly earnings behavior?
(iii) What are the implications of findings from quarterly 
data with respect to the behavior of annual earnings?

(i) The empirical evidence shows indisputably that, in fact, the 
submartingale (random walk) hypothesis is not descriptive of
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quarterly income behavior. The reason for this is that, quite 
obviously, the simple random walk (with or without a drift) is 
unable to capture the seasonal variation inherent in quarterly 
income series, and that this property should be incorporated into 
the model. This is what all researchers in the field seem to agree 
upon.

(ii) However, the views diverge with respect to the exact form of 
the most descriptive time series model; at least three different 
competing 'premier' models have been suggested for quarterly 
earnings in the literature. These include the models proposed by 
Foster (1977), Griffin (1977), and Brown and Rozeff (1979). 
Interestingly, one of these, viz. the Brown-Rozeff's model, has also 
been supported by Deschamps and Mehta (1980), who found that a MCGS- 
model (Mixture of Constant Growth and Submartingale) performed about 
as well as firm-specific seasonal ARIMA models in their data [1], 
while Abdel-khalik and El-sheshai (1983) found that the Griffin 
model also had a good fit in quarterly sales time series. On the 
other hand, the comparative results by Lorek (1979) showed that the 
predictive ability of some of the previous 'premier' models was 
dependent on the length of the forecast horizon and that the Griffin 
model, which was consistently more accurate than the other two 
models, was unable to forecast quarterly income significantly any 
better than individually identified firm-specific seasonal ARIMA 
models. In conclusion, Lorek (1979, p. 202) noted :

"Perhaps this phenomenon is simply a reflection of the 
diversity exhibited by underlying time series, so the 
search for an optimal parsimonious model for quarterly 
earnings may prove futile."
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A similar conclusion was also drawn by Bao et al. (1983, p. 411)8

"To summarize the quarterly-data studies, there still 
remain questions about whether any single 'premier' 
univariate time-series model exists in a forecasting 
context.“

(iii) Because annual earnings can be viewed as an aggregate of 
quarterly earnings, several researchers have noted the implications 
which identified quarterly earnings models have for appropriate 
models for annual earnings behavior. For example, Watts and Leftwich 
(1977, pp. 269-270) note that Foster's model for quarterly earnings 
implies that some negative dependence could be expected between 
successive changes in annual earnings. Furthermore, Hopwood and 
Newbold (1980, p. 141) show that Foster's model implies ARIMA(1,1,1) 
for the annual earnings, Griffin's model implies ARIMA(0,2,2) for 
the annuals, and Brown-Rozeff's model implies ARIMA(1,1,2) for the 
annuals, none of which is consistent with the submartingale (random 
walk) process of annual earnings behavior [2]. Furthermore, 
empirical tests by Hopwood, McKeown and Newbold (1982) indicated 
that random walk predictions for annual earnings were outperformed 
by the predictions obtained by annual models inferred from quarterly 
series :

"...Procedure C [random walk] does worse than A [annual 
from quarterly] since it is based on an incorrectly 
specified model - the random walk - for the annual totals. 
Apparently the random walk model is not a very 
satisfactory premier model for corporate [annual] 
earnings." (ibid., p. 347)

(4) Predictive Content of Interim (Quarterly) Income

A pragmatic motive behind these studies has been the question of 
whether interim income information is useful for investors [3]. In 
the time series research context, this question has been approached
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by examining the extent to which interim income numbers can be 
utilized in the prediction of annual income which has been regarded 
as the more relevant income number. If published interim income 
numbers contribute to generating more accurate annual income 
forecasts, then it might be reasonable to assume that such 
information is useful and, therefore, should be disclosed [4].

With one exception (Green and Segall, 1967), the empirical evidence 
obtained on this topic indicates that quarterly income time series 
can be succesfully employed to produce annual income forecasts which 
outperform forecasts based on annual income series alone. This 
conclusion emerged at least in the studies performed by Brown and 
Niederhoffer (1968), Coates (1972), and Hopwood, McKeown and Newbold 
(1982). These studies also showed the obvious result of improving 
annual income forecasts as more observations of quarterly income 
numbers become available.

(5) Managers' and Financial Analysts* Relative Forecasting Ability

An interesting and very popular topic area within time series 
research concerns managers' and financial analysts' forecasting 
ability vis-a-vis each other and time series models. One motive for 
these studies has been the need to obtain valid surrogates for 
market's earnings expectations. For example, if judgmental forecasts 
by managers and financial analysts turned out to be superior (as 
measured by accuracy or by the strength of the association between 
forecast errors and market reactions), then their forecasts should 
be preferred to time series models in studies requiring such market 
proxies.

Another motive especially for some early studies is parallel to
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Studies of the above subsection, i.e. do income forecasts provided 
by managers or financial analysts contain useful information for 
investors? This question is closely connected with the debate about 
the need for disclosing such forecasts, a problem that was discussed 
in the U.S. especially in the 1970s [5].

Using the predictive ability criterion, time series research has 
assessed the desirability of forecast disclosure by comparing the 
accuracy of income forecasts by managers and financial analysts with 
that of time series models. The underlying hypothesis of these 
comparisons has been that because managers and analysts are able to 
process much more information than is included in the time series of 
past income numbers alone, this larger information set should 
produce more accurate income forecasts (see e.g. Brown et al., 1985, 
pp. A.53-A.55, who recognize that besides information sets, there 
may also be differences between the time, aggregation and efficiency 
of forecast preparation). Furthermore, it has been stated that the 
mere existence of financial analysts and the continuous demand for 
their forecasts should indicate the superiority of their forecasts 
over time series models (Brown and Rozeff, 1978, p. 1). However, 
with regard to the intuitively strong arguments for the superiority 
of managers' and analysts' income forecasts, it may be surprising 
that the evidence provided by empirical studies has not been 
exclusively supportive for the hypothesis.

For example, the results obtained in studies where managers' income 
forecasts have been compared with time series models are mixed. On 
the one hand, Lorek, McDonald and Patz (1976) argued that seasonal 
ARIMA models are able to outperform managers in terms of predicting 
quarterly earnings, and Kodde and Schreuder (1984a) found that the 
simple random walk with drift outperformed managers in forecasting
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annual sales. On the other hand, no consistent or significant 
differences between managers and time series models in predicting 
earnings numbers were found by Green and Segall (1967), and Kodde 
and Schreuder (1984a). Finally, results supporting managers' 
superiority over time series models have been provided by Copeland 
and Marioni (1972) as well as Imhoff and Pare (1982). The findings 
being so mixed, it is then no wonder that Brown et al. (1985, p.
A.64) note that "a consistent result does not emerge from this 
research."

As regards the relative forecasting accuracy of financial analysts 
vis-a-vis time series models, Cragg and Malkiel (1968), Elton and 
Gruber (1972), Imhoff and Pare (1982) as well as Kodde and Schreuder 
(1984a) found no significant differences between their ability to 
forecast earnings [7]. However, findings supporting the superiority 
of financial analysts have been provided by Barefield and Comiskey 
(1976), Brown and Rozeff (1978), Collins and Hopwood (1980), Fried 
and Givoly (1982), Brown, Hagerman et al. (1987), Brown, Richardson 
and Schwager (1987), as well as Conroy and Harris (1987). Moreover, 
Fried and Givoly (1982) found that financial analysts' earnings 
forecasts were not only more accurate than time series models (e.g. 
the submartingale model), but also their forecast errors had a 
stronger association with the reactions in the capital market. 
Furthermore, Brown, Richardson and Schwager (1987) showed that 
analysts' superiority is directly related to firm's size and 
inversely related to the agreement among analysts as measured by the 
dispersion of their forecasts.

The comparisons of management vis-a-vis financial analysts can be 
divided into two subclasses: the studies showing no significant 
differences between their forecasting ability, and the studies
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supporting the superiority of managers over analysts. The evidence 
belonging to the first class (i.e. no significant difference) 
includes the results by Basi et al. (1976), Imhoff and Pare (1982), 
and Schreuder and Klaassen (1984), whereas the second class 
(significant managers' superiority) includes the studies by Jaggi 
( 1980), Armstrong (1983), Waymire (1986) and Hassel and Jennings 
(1986). It should be noted, however, that three of these studies 
(viz. Jaggi 1980, Waymire 1986, and Hassel and Jennings 1986 ) report 
the significance of management forecast superiority to be 
conditional on the timing difference between the forecast releases.

All studies included in this subsection are examples of research 
where unspecified information sets have been incorporated into the 
analysis in addition to mere historical time series. This has been 
implicitly done by examining managers' and analysts' income 
forecasts which are evidently based on such larger information 
sets. An interesting yet largely unexplored research topic concerns 
the benefits of combining the forecasts from one agent with those 
obtained from another. Some theoretical considerations on this issue 
are given by Kodde and Schreuder (1984b). Empirical evidence has 
recently been provided by Conroy and Harris (1987), who indicate 
that combining consensus (mean) analyst forecasts with time series 
models may generate improvement in forecast accuracy especially if 
the forecast horizon is not very short.

In the next subsection, results from studies analyzing the 
predictive content of more specified economic information exogenous 
to income time series will be examined.
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(б) Predictive Content of Specified Economic Information

An important research area covered by this subsection deals with the 
question of whether desaqqreqated income numbers provide useful 
information for improving income forecasts. The dimensions of 
desaggregation that have been examined in the literature are [8]s

(i) Industry-specific subentity income information of 
multi-industry conglomerate firms, and
(ii) Desaggregated information included in the various 
items (e.g. sales revenues, costs of goods sold, interest 
expenses, taxes, etc.) of income statements.

(i) As regards industry-specific subentity income information, the 
evidence presented in the literature is mixed. The first two 
studies addressing this issue indicated that subentity income 
information may be useful in improving aggregate income forecasts 
(see Kinney 1971 and Collins 1976). However, the results of some 
more recent studies have shown the opposite. First, theoretical and 
empirical results by Harnea and Lakonishok (1980) indicated that 
desaggregated income information does not necessarily improve the 
forecasts of the aggregate income number. Furthermore, Silhan (1982) 
obtained empirical results showing that forecasts based on segmented 
(i.e. subentity) income time series did not generate forecasts of 
the aggregate income number which would have been significantly more 
accurate than forecasts based on the time series of the aggregate 
income. This result was manifested e.g. in the following conclusion 
drawn by Silhan (1982, p. 261):

"...SG (segmented) earnings may be of limited usefulness
in making predictions of enterprise profits."

A similar result was also obtained by Hopwood, Newbold and Silhan 
(1982), who showed that the theoretical conditions for this



2-18

conclusion were met in their data. Moreover, the recent results 
provided by Garrod and Emmanuel (1987) from the U.K. showed that 
although company profile (proxied by diversification) was associated 
with the predictive content of desaggregated data, segmental sales 
and industry output forecasts turned out to be of limited usefulness 
in forecasting corporate turnover irrespective of the company 
profile.

(ii) With respect to the predictive content of various items 
appearing in income statements, the evidence provided by Ang (1979) 
is available. This study showed that the operating income numbers in 
selected industries were better (more accurately) predicted directly 
from the time series of operating income itself than by first 
forecasting the sales and expense numbers separately from their time 
series and then obtaining the operating income forecast as the 
difference between predicted sales and expenses [9].

In addition to desaggregated information, the literature also 
contains evidence on the predictive content of some 
other economic variables. For example, in the study performed by 
Elliot and Uphoff (1972), it was shown that an econometric model 
including such exogenous variables as indices of industrial 
production, materials price, total industry unit sales, and 
population, was able to predict virtually all items (operating 
profits inclusive) in the monthly income statements of a firm more 
accurately than time series models based on exponential smoothing. 
The authors could, therefore, conclude that the economic information 
included in the exogenous variables apparently had some additional 
predictive content beyond time series of income statement items 
[10].

Another subset of time series studies has examined the information
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content of various economy and industry-wide indices in a 
predictive setting. For example, Gonedes (1973) found that a 
regression model, where the firm's rate of return on equity was 
predicted with the expected average [11] of rates of return for all 
other firms in the sample, produced forecasts which were at least as 
accurate as forecasts obtained with some univariate time series 
models [12]. Also, Hopwood and McKeown (1981) using quarterly data 
found support for the contention that market-wide indices computed 
as a weighted average of earnings per share of individual firms may 
have some predictive power with respect to future earnings per 
share. This was indicated by the observation that when such indices 
were used as input series for transfer function models [13], their 
predictive power was superior to firm-specific univariate ARIMA 
models.

However, some studies have shown that the information included in 
share prices has no predictive power with respect to corporate 
earnings per share. This result was obtained by Chant (1980) who 
found that observed changes in the Standard & Poor's 425 industrial 
index were not able to predict future changes in earnings per share 
significantly more accurately than submartingales. Furthermore, 
Hopwood (1980) compared earnings forecasts generated by univariate 
ARIMA models with forecasts obtained with transfer function models 
using market and industry-wide share price indices as input series. 
Nevertheless, he was not able find significant superiority in the 
forecasting performance of the transfer function models.

Finally, some evidence on the non-existent predictive content of 
firm-specific economic variables is available. For example, Manegold 
(1981) compared transfer function forecasts of corporate earnings 
before tax with forecasts obtained with univariate ARIMA models.
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Despite the fact that the transfer function models contained such 
input series as e.g. industry sales, operating margin, gross 
investments, liabilities, and bond rates, the multivariate models 
did not appear to forecast earnings more accurately than the less 
sophisticated univariate models. In conclusion, Manegold (1981, pp. 

371-372) stated that

"Forecasting results indicate that little seems to be 
gained by using the multivariate component model, 
especially if one considers the additional costs of 
developing such a model." [14]

(7) Information Content of Accrual Income Numbers

From the present perspective, a very important body of research also 
motivating the present study (see the introduction) concerns the 
(capital market) information content of income variables. 
Unfortunately, the number of individual studies examining these 
issues is too large to be covered by this brief review. (In fact, it 
can be argued that some of their specific research questions are 
also of marginal relevance for the current research objective.) 
Therefore, the main results of only a few studies in this area are 
presented below. (For more comprehensive reviews of the information 
content studies, see e.g. Foster (1986, pp. 373-420) ; and Watts and 
Zimmerman (1986, pp. 37-70.))

The seminal study of the area was performed by Ball and Brown 
(1968). Assuming market efficiency, Ball and Brown hypothesized 
that, if earnings numbers contain information, then the capital 
market should react to unexpected earnings changes. The expected 
earnings changes were generated in the study with the random walk 
expectation of no change in earnings, and with changes in earnings 
after removing market-wide effects as measured by average earnings



2-21

changes of different firms in the market. When the signs of 
unexpected earnings changes were then related to the cumulative 
residual return of the shares (the residual return was defined as 
the excess return over the prediction of market-wide share index), 
it was found that the firms with positive (negative) unexpected 
earnings change had, on average, positive (negative) cumulative 
residual return by the month of the annual report announcement.

Similar results supporting the contention that accrual accounting 
income variables contain information on the capital market were 
obtained in a large number of subsequent studies. However, there 
has been variation across the studies in the way in which the 
predicted (expected) income numbers have been generated. For 
example, Foster (1977) analyzed the predictive content of interim 
earnings and generated expected earnings with some premier quarterly 
earnings time series models, while Manegold (1981) used firm- 
specific ARIMA and transfer function models in obtaining 
expectations for annual earnings. Despite these methodological 
differences, the results of these studies were, however, identical 
in that they showed a clear-cut association between the cumulative 
residual return and the sign of unexpected earnings change. An 
important conclusion for the present study would thus be that the 
time series modeling of past income numbers have been effectively 
used as proxies for market income expectation.
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2.2. Prior Time Series Research on Cash-Based Income Variables

Studies on corporate cash flows and cash flow reporting form a 
highly fragmentary body of research, which is indicated e.g. by the 
fact that individual study reports have been scattered over a large 
number of journals and other publications. Therefore, it is a 
difficult task to form a comprehensive and organized view of that 
literature. With the risk of making violations, one classification 
scheme that may be useful for the current purpose is to distinguish 
the general conceptual cash flow research from the research with an 
empirical emphasis.

As regards the conceptual literature, it can be noted briefly that 
since the basic accounting reporting system presently used in most 
(if not all) countries is based on the accrual and matching 
principles and on the use of historical costs, most conceptual 
studies in the area have addressed the principles and formats of an 
alternative system, i.e. cash flow reporting. Typical examples of 
such research are Hawkins (1977) and Ijiri (1978) from the U.S., 
Lawson (1978) and Lee (1984 ) from the U.K., and Artto (1978, 1985) 
from Finland.

The thread running throughout the conceptual research tradition is 
that it is normatively inclined because these studies typically 
first recognize the problems relating to the accrual accounting 
system (e.g. the arbitrary allocation of expenditures over time), 
and then propose formats of an alternative cash-based reporting 
system which might provide more useful information for users. In 
fact, some of these researchers have gone a step further and 
analyzed the performance of firms and industries using their 
proposed frameworks (see e.g. Lawson, 1978; Artto, 1982, 1985, 
1987).
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The empirical cash flow literature that is more relevant for the 
present study will be examined below. The main motive(s) behind 
prior studies are first identified and then the results in some 
relevant topic areas are examined.

2.2.1. The Main Motives behind Prior Studies

Two main motives underlying time series research of cash flow 
numbers can be identified. They are parallel with the studies on 
accrual-based income numbers (see section 2.1.1.), and also with the 
present study (see section 1.2.).

The first and perhaps the most important motive seems to be the 
relevance of cash flow expectations for valuation of the firm's 
securities. This motive has been explicitly recognized e.g. by 
Icerman (1977, pp. 16-21) and by Adam (1984, p. 8).

The second motive discussed e.g. by Adam (1984, pp. 6-7) relates to 
the studies examining the incremental information of cash flows for 
the capital market. Since proxies for market expectations of cash 
flows are a prerequisite of such inquiries, the knowledge of cash 
flow time series behavior may be important in providing the required 
proxies. Because these motives have already been discussed above, 
no further elaboration is needed here.

Finally, it is evident that the motive behind the studies analyzing 
the lead relationship between accrual income and cash flows lies in 
the contention that accrual earnings numbers contain superior 
information for predicting future cash flows which are commonly 
recognized to be of primary importance in decision making by users 
of financial statements. Such a view is well documented e.g. in the
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following statement by the FASВ in the late 1970s (see e.g. Bowen 
et al., 1986, pp. 714-715)i

"Information about enterprise earnings based on accrual 
accounting generally provides a better indication of an 
enterprise's present and continuing ability to generate 
favorable cash flows than information limited to the 
financial aspects of cash receipts and payments."

2.2.2. Relevant Topics and Research Results

The relevant research findings in the following topics will be 
reviewed below [15];

(1) Time series properties of cash flows;
(2) Determinants of cash flow behavior;
(3) Predictability of cash flows ; and
(4) Information content of cash flows.

(1) Time Series Properties of Cash Flows

The number of studies exploring the underlying processes of

corporate icash flows is not very large; only three studies where

this issue has been among the main research objectives were
identified in the literature. One of the early studies in this area 
was Khumawala (1978), who analyzed the behavior of quarterly cash 
flows from operations defined by adjusting quarterly net income for 
non-cash charges and changes in the current accounts other than 
cash. Khumawala identified and estimated firm-specific ARIMA models 
from these time series and compared their predictive ability with 
four variants of submartingales and with a "financial analyst's 
model”, which was a simple linear trend. One interesting finding of 
the study was that while no significant difference could be found 
between the predictive ability of invidually identified ARIMAs and 
the financial analyst's model, the submartingales performed poorly 
and were generally outperformed by the former models $
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"The interesting result... is that the financial analyst's 
model [linear trend] has performed equally well as the 
Box-Jenkins model. ... Further, the result indicates that 
the four naive models [submartingales] performed poorly 
and thus can be said are not useful for predicting future 
cash flows" (ibid., p. 106)

One should note, however, that since the sample of firms used by 
Khumawala was restricted to one single industry (airline), it may 
prevent generalization of the results to other industries.

Adam (1984) analyzed the behavior of historical cost and constant 
dollar operating cash flows (defined virtually in the same way as in 
the study above) on an annual basis. Using the Box-Jenkins 
methodology, Adam identified autoregressive-type models from 
approximately one half of the sample series. Interestingly, the 
proportion of submartingales identified in the study was quite 
small; approximately 15 % and 3 % of the models identified from 
historical cost and constant dollar cash flow series were of this 
type, respectively. Moreover, the predictive ability results were 
mixed. The one-year-ahead cash flow forecasts generated by ARIMA 
models were significantly more accurate than submartingale forecasts 
in one year (1980) but not in the other (1981). Furthermore, while 
submartingales and firm-specific ARIMA models did not show 
significant difference in the historical cost series, the ARIMAs 
were significantly superior in predicting the constant dollar cash 
flows two years in advance.

Kinnunen (1984) explored the underlying processes of three different 
versions of corporate annual cash flows. The first variable was cash 
margin for dividends obtained by subtracting the cash outflows for 
short term operating expenses, interests and taxes from sales cash 
inflows. The second variable was defined by the net cash flow
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realized between the firm and its shareholders, and the third 
variable was similar to the second, except for the net increase in 
liquid assets which was included. A general price level index was 
used in the study in order to express the nominal time series of 
these cash flow variables in a uniform purchasing power of money. 
The results from distribution-free tests of randomness, 
autocorrelation analysis and predictive ability tests indicated that 
the behavior of these cash flow variables were much better 
approximated by constant processes such as a mean reverting model 
than by a random walk (with or without a drift). However, it should 
be noted that the sample of firms analyzed by Kinnunen (1984 ) was 
very small (only eight firms) and they were all from one single 
industry (manufacturers of wood-processing products.)

(2) Determinants of Cash Flow Behavior

At least two studies can be found in which the determinants of cash 
flow time series behavior have been tackled. Koskela (1978) 
analyzed the determinants of the volatility of annual operating cash 
flows in four industries. The volatility of cash flows was measured 
with the relative dispersion of cash flows around their quadratic 
trend. Koskela found some support to his a priori hypothesis that 
differences in the operating leverage of the firms might provide an 
explanation for the cross-sectional variation in the degree of cash 
flow volatility. In particular, financial ratios such as working 
capital per total assets and fixed long-term assets per wages turned 
out to be significant variables explaining the cash flow volatility.

Another study examining the determinants of cash flow behavior is 
provided by Niskanen (1986). Using the familiar index model 
technique and an international sample containing wood-processing
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Companies from four different countries (Finland, Sweden, Canada, 
and the U.S.A.), Niskanen explained the behavior of annual 
operating cash flows deflated by sales with an international and 
national industry indices computed as the averages of international 
and national samples, respectively. On average, the international 
and national industry-wide indices explained 19 % and 21 %, 
respectively, of the total variation in cash flows, and when both 
indices were included in the model, their explanatory power was 
about 35 % (see Niskanen, 1986, table 6, p. 75). On the whole, 
these percentages are somewhat lower than in some prior index 
studies examining accrual earnings with national samples (e.g. Brown 
and Ball, 1967). The results also imply the existence of firm- 
specific (and perhaps economy-wide) determinants of cash flow 
behavior.

(3) Predictability of Cash Flows

A number of studies have tackled the (FASB's) contention that 
accrual earnings provide relevant information for the prediction of 
future cash flows. However, none of the studies performed so far on 
this issue has found strong support for that contention.

For example, Cheung (1977) using a small sample of ten firms 
compared the ability of univariate ARIMA models to predict quarterly 
net cash flows realized between the firm and its security holders 
(shareholders and lenders) with transfer function models including 
quarterly accrual net income as input series. However, because he 
could not find any significant differences in their predictive 
ability, Cheung (1977, p. 112) conluded:

"... a knowledge of past cash flows would render earnings
data redundant as an additional predictor of cash flows."
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Some results of the non-existent predictive content in accrual net 
earnings were provided also by Adam (1984), who identified transfer 
function relationships between earnings and operating cash flow 
series. For example, in the historical cost time series data Adam 
(1984) found no relationship between earnings and cash flows in 17 % 
of the firms, in only 25 % of the firms the earnings were found to 
be a leading indicator of cash flows, while in 23 % of the sample 
firms cash flow was a leading indicator of earnings (Adam, 1984, pp. 
93-94). Since similar results were also obtained from the constant 
dollar time series data, Adam (1984, p. 130-131 ) concluded:

"... there was no empirical evidence that income was the 
leading indicator of cash flow for either the historical 
cost or constant dollar measurement method."

Further evidence of the non-existent predictive content of accrual 
earnings has recently been provided by Bowen et al. (1986), who 
found that, while a relatively high cross-correlation existed 
between changes in accrual earnings and cash flow surrogates such as 
earnings plus depreciation, the cross-correlation was quite small 
between changes in accrual earnings and proper cash flow variables 
including adjustments in current accounts. Furthermore, past 
accrual earnings did not provide more accurate predictions of future 
(proper) cash flows than past cash flows themselves. In conclusion, 
Bowen et al. (1986, p. 723) noted :

"In summary, the results do not clearly support the FASB's 
claims of the superiority of accrual numbers for 
predicting future cash flows."

As regards the predictive content of variables other than accrual 
earnings, some evidence is provided by Icerman (1977), who analyzed 
annual operating cash flows defined by net income adjusted for non­
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cash expenses and changes in current accounts excluding cash. The 
model set examined by Icerman included a market model with a market­
wide index for cash flows as independent variable, a model based on 
industry sales, a regression model including several financial 
ratios as independent variables, exponential smoothing models, and 
naive models including a random walk, a mean reverting model, and 
four variants of random walk with drift. On the whole, Icerman found 
significant differences between the predictive abilities of these 
models. In the first year tested (1973), the prediction model based 
on an estimate of industry sales proved to be the best, while the 
random walks with drift performed worst. In the second year (1974), 
all models performed worse than in the preceding year, and none of 
the models was consistently superior across all forecast error 
measures. However, with one error measure, the industry sales model 
was once again superior. Interestingly, the mean reverting model 
also performed significantly better than random walk in that year.

Furthermore, Asp (1979) has analyzed cross-correlations between pre­
whitened [16] time series of operating cash flows and investments in 
fixed long-term assets. Contrary to the intuitively appealing 
economic hypothesis that a positive cross-correlation at some lag(s) 
should exist between these variables, the number of significant 
coefficients was, however, not larger than could be expected under 
perfect independence. In essence, this result supports the 
(unappealing) contention that the amount of investments in fixed 
assets does not contain predictive information with respect to 
future cash flows of the firm [17].
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(4) Information Content of Cash Flows

Several researchers have tackled the question of whether corporate 
cash flows or cash flow surrogates contain information relevant to 
the capital market. However, as shown below, the results obtained 
from the empirical inquiries into this issue are mixed.

An early study into the association between share values and a cash 
flow surrogate is provided by Staubus (1965), who analyzed cross- 
sectional correlations between discounted stock values and 'current 
flow' defined by adding depreciation, depletion and amortization 
expenses to earnings. The empirical results showed that this cash 
flow surrogate had a closer association with discounted stock values 
than accrual (net) earnings.

Three years later, Ball and Brown (1968) using their abnormal 
performance index, reported that 'cash flow' approximated by 
operating income (i.e. net sales less cost of sales and operating 
expenses before deducting depreciation, amortization, etc.) was not 
as successful in predicting the signs of stock return residuals as 
net income and earnings per share.

Also, similar results were subsequently reported by Beaver and Dukes 
(1972) who found that reported earnings had a higher association 
with capital market reactions (as measured by the abnormal 
performance index) than 'cash flows' defined by adding depreciation, 
depletion and amortization to earnings before tax deferrals.

Furthermore, Patell and Kaplan (1977) analyzed the incremental 
information content of 'cash flows' approximated by total funds from 
operations (i.e. net income plus depreciation etc.). The main result 
of their study was, however, that they were not able to find support 
for the hypothesis of cash flow information content over and above
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annual earnings.

Using a sample of U.K. manufacturing firms, Lawson (1980) found that 
the time series variation in the (cost-of-living-adjusted) equity 
price index 1 was better explained by previous year's 'equity cash 
flow' (i.e. the net cash flow realized between the firm and its 
shareholders) together with its variability over the past four 
years than respective variables based on historical cost accrual 
earnings. As a result, Lawson (1980, p. 33) argued:

"It is tempting to conclude that cash flow data ... 
constitute highly relevant information for stock market 
investors, and that historic cost accounts per se are 
apparently ignored by the market while being taken 
seriously by lenders, company directorates, and tax 
authorities."

Beaver et al. (1982) used a two-stage regression model in examining 
the incremental information content of replacement cost earnings and 
'cash flows' (defined as net income + depreciation, depletion, and 
amortization) over historical cost earnings. However, their results 
showed that while the historical cost earnings contained significant 
incremental information over replacement cost earnings and the cash 
flow surrogate, these variables did not appear to contain 
significant information beyond the historical cost earnings. The 
results with respect to the information content of the cash flow 
surrogate thus proved to be similar to those of some prior studies 
(e.g. Beaver and Dukes, 1972) analyzing this cash flow definition.

Koskela (1984) found that some cash-based financial ratios were able 
to explain time series variation of market prices of shares traded 
in the Finnish security market. The financial ratios examined by 
Koskela were operating cash margin deflated by total assets, net 
investments in fixed assets deflated by cash receipts from sales,
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net cash margin after taxes, interest and dividends deflated by debt 
capital, and the coefficient of variation of operating cash margin 
deflated by cash receipts from sales. Empirical results indicated 
that these ratios had significant correlations with share prices in 
some of the sample firms. Furthermore, regression models including 
the ratios as independent variables turned out to be significant in 
over one half of the sample firms. However, since Koskela did not 
report results on respective accrual-based ratios, it remains 
unclear whether the explanatory power of the cash-based ratios were 
able to outperform respective ratios expressed on the accrual basis.

Recently, three studies examining operating cash flows and accrual 
components of earnings have found support for the hypothesis that 
they may, indeed, have information content for the capital market.

Rayburn (1986) regressed cumulative abnormal returns on unexpected 
changes of operating cash flow variable (defined by the sum of 
accrual earnings and total accruals, i.e. depreciation etc., changes 
in deferred taxes, and changes in current accounts other than cash), 
and on unexpected changes in the total accrual adjustments between 
the cash flow and accounting earnings. Using both random walk and 
holdout regression expectations for the operating cash flow and the 
total accruals, Rayburn could reject the null hypothesis that 
unexpected changes in these variables are not associated with the 
abnormal returns. Moreover, when the information content of the 
components of the total accruals were analyzed, it turned out that 
primarily the changes in the current accounts were associated with 
capital market reactions while the long-term accruals (depreciation 
etc.) were not.

Recognizing that information about earnings and its accrual and
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funds components become available to the market at two distinct 
event dates, Wilson (1986) constructed a 'two-return model' for 
analyzing the relative information content of the components of 
earnings. In order to define the required expectations for these 
components, Wilson regressed them on their lagged values, lagged 
revenues, and current capital expenditures. The main findings 
obtained by Wilson (1986) suggested that (i) total accruals (i.e. 
the sum of depreciation etc., and the net change in current accounts 
other than cash) and the cash flow from operations have information 
content beyond earnings, (ii) total accruals have information 
content beyond cash flow from operations, and (iii) the information 
content of total accruals is mainly attributable to its current 
component (i.e. the net change in the current accounts) rather than 
to the non-current component (i.e. depreciation etc.) These results 
thus fall well in line with similar findings of Rayburn (1986) noted 
above.

Furthermore, in a subsequent paper relating to the previous one, 
Wilson (1987) used a 'single-return, funds-event model' specifying 
only one event date, i.e. the date the annual report arrives at the 
SEC, and thus information about all funds and accrual components of 
earnings are available to the market. Using the regression approach 
similar to that of the related paper, Wilson (1987) defined the 
required expectations for the funds and accruals variables. 
Moreover, both a cross-sectional regression as well as a portfolio 
approach was used in order to detect the market reactions around the 
funds-event date to the unexpected components of earnings. Not so 
surprisingly, the main results provided by Wilson (1987) are 
consistent with the related paper: he showed that both the total 
accruals and cash flow from operations have information content 
beyond earnings. However, the findings were inconclusive with
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respect to whether non-current accruals (i.e. depreciation etc.) and 
working capital from operations (i.e. earnings plus non-current 
accruals) had information content.

Recently, similar findings were obtained by Bowen et al. (1987) 
suggesting that cash flow variables (defined after adjustments for 
changes in non-cash current accounts) have incremental information 
content beyond accrual earnings and working capital from operations, 
while working capital from operations may not have incremental 
information content relative to earnings. Moreover, their results 
were consistent with accrual data having incremental information 
content in addition to cash flows.

Finally, it may be worthwhile to note that the recent findings by 
Rayburn (1986), Wilson (1986, 1987) and Bowen et al. (1987) 
suggesting that cash-based income variables may, indeed, have 
information content for the capital market, are based on analyses of 
proper cash flow variables where appropriate adjustments for changes 
in currents accounts have been made. In other words, the 
inadequacy of working capital from operations (i.e. earnings plus 
depreciation and amortization) as a poor measure of cash flow may 
well explain the findings of the early studies suggesting non­
existent information content in 'cash flows'.

2.3. Summary of Technical Issues

In surveying the research topics and results above, methodological 
and technical issues such as the sample sizes, detailed time series 
models, measures of their forecasting performance etc. used in 
individual studies were deliberately ignored. This was done not to 
underestimate their importance, but in order to emphasize the
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substantial side of the findings in prior studies. Furthermore, the 
number of individual studies examined above was so large that it was 
considered advisable to cover the technical issues in a table format 
appearing in appendix 2-1 to this chapter. The table gives 
information on the following technical issues in prior related 
studies :

(1) Number of sample firms
(2) Time period covered by the (time series) data
(3) Time interval of the data
(4) Variables examined
(5) Time series (and other) models considered
(6) Forecast accuracy measures employed
(7) Statistical testing methods used

In brief, the table indicates that the individual prior studies have 
diverged largely from each other in these dimensions, and therefore, 
the literature is heterogeneuos with respect to technical solutions. 
For instance, the number of sampled firms has varied between one 
(e.g. Elliot and Uphoff, 1972) and nine hundred (Ball and Watts 
1972); the time span of the data has covered periods from a few
years (e.g. Barefield and Comiskey, 1976) to over sixty years (Watts 
and Leftwich, 1977); and statistical analysis may have involved 
either no tests of statistical significance (e.g. Brooks and
Buckmaster, 1976) or multiple tests (e.g. Brown and Rozeff, 1978). 
When statistical significance has been considered (which is
certainly the case in a vast majority of the studies), it may have
been based either on a parametric testing (e.g. Watts and Leftwich,
1977), non-parametric testing (e.g. Foster, 1977) or both (e.g. 
Chant, 1980 ) .

As a conclusion, it may thus be noted that the literature has been, 
at least so far, free of strict methodological paradigms in these
technical issues.



2-36

2.4. Discussion

2.4.1. A Review of Prior Reviews

One indication of the size and importance of the current research 
domain is that there presently exist a number of independent reviews 
of the area. It is worthwhile to briefly review here these prior 
discussions by examining how they have organized the literature and 
what kind of observations they have made. The following articles and 
discussions will be covered :

(1) Richards and Fraser (1978);
(2) Abdel-khalik and Thompson (1977-78);
(3) Lorek (1977-78)?
(4) Hopwood and Newbold (1980);
(5) Lorek, Kee and Vass (1981);
(6) Ball and Foster (1982, Appendix);
(7) Armstrong (1983);
(8) Bao, Lewis, Lin and Manegold (1983);
(9) Brown and Griffin (1983); and
(10) Brown, Foster and Noreen (1985, Appendix, Section V.)

(1) The early review by Richards and Fraser (1978) is relatively 
limited in scope (only 17 references are included). It discusses 
four subareas, including research on earnings time series, analysts' 
earnings forecasts, management earnings forecasts and determinants 
of forecast errors. The finding of early studies suggesting random 
earnings changes is recognized. The authors also note e.g. that 
earnings numbers are obviously affected by economy-wide, industry­
wide and firm-specific factors, and that there is consensus in the 
literature that neither analysts nor management can clearly 
outperform mechanical time series models.

(2) Abdel-khalik and Thompson ( 1977-78) offer the first 
comprehensive review of the area. Relying on 56 references, the 
authors structure their discussion under four main themes, including 
e.g. an update to early findings concerning the random behavior of
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earnings. They also identify some shortcomings in the studies aiming 
at modeling the time series behavior of earnings numbers (e.g. 
studies assume that the earnings process can be modeled from the 
time series of reported earnings), and note that researchers are in 
disagreement on the forecasting ability of management and analysts 
relative to time series models. With respect to underlying processes 
of annual earnings, Abdel-khalik and Thompson note that the evidence 
is suggestive of a moving average process, submartingale, martin­
gale, or a moving average autoregressive process. The authors regard 
these as refinements of the early findings in the literature.

(3) Lorek (1977-78) is essentially a commentary article on the 
previous one, and for that reason obviously uses only 29 references. 
The discussion is organized around three main themes including 
predictive ability and accuracy, random behavior of earnings, and 
additional commentary and suggestions. Lorek identifies some 
important problems such as the consistency of the error metrics 
with loss function and with each other. He also asks whether the 
relevant object of prediction is earnings per share, net earnings, 
rate of return, or cash flow. Furthermore, Lorek recognizes some 
trends in the literatures e.g. 'naive' models are replaced by 
'descriptively valid' models, multiple error metrics are reported, 
and longer and more current data bases and holdout samples are used. 
The author also notes that empirical studies support the contention 
that nondeflated annual earnings (EPS and net earnings) follow a 
submartingale whereas deflated earnings (rate of return) follow a 
moving average or mean reverting process. Finally, Lorek recognizes 
some problems relating to the use of the Box-Jenkins methodology in 
the area : in addition to requiring user familiarity and preparation, 
it requires long data bases which may in turn introduce structural



2-38

changes into the time series data.

(4) Including 56 references, the survey article by Hopwood and 
Newbold (1980) discusses two main themes : the areas of application 
of time series research in accounting and the methodological 
problems relating to it. The authors argue that the series used in 
the studies have been relatively short and the focus has been on 
ARIMA model building with the Box-Jenkins methodology. As 
motivation for the studies, Hopwood and Newbold discuss seven areas 
of application including e.g. the studies dealing with the impact of 
accounting changes, the need for earnings forecasts for valuation 
models, the relevance for the income smoothing literature, etc. The 
methodological problems discussed in the article include e.g. the 
problems caused by short time series for parameter estimation, and 
the problems relating to heteroscedasticity and the transformations 
required by it. Finally, the authors note the implications which the 
findings from analyzing quarterly data have for the models of the 
behavior of annual earnings: none of the models identified from 
quarterly earnings series is consistent with the notion that annual 
earnings follow a random walk model. Hopwood and Newbold suggest 
that the inconsistency might be explained by a near cancellation in 
the autoregressive and moving average parts of the models and hence 
the annual models can be close to random walks.

(5) Lorek et al. (1981) concentrate on reviewing studies analyzing 
the behavior of annual earnings. Relying on 29 references, the 
authors organize their discussion around a description of some 
relevant stochastic processes (martingales, mean reverting processes 
and moving average processes), findings from cross-sectional 
analysis of earnings behavior, and findings from firm-specific 
analysis of earnings behavior. In the introductory part of the
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article, Lorek et al. list six important motives behind the time 
series research, such as valuation of securities, associational 
testing of accounting earnings with security returns, and smoothing 
studies. As regards the underlying processes of annual earnings, 
the general difficulties in discriminating random walk models from 
certain other processes is recognized in the paper. The authors 
suggest that this problem may be increased by the 'noisy nature' of 
annual earnings behavior. Nevertheless, Lorek et al. conclude that 
empirical time series analysis has shown that a moving average 
process provides the best description of deflated (rate of return) 
earnings series, while the behavior of undeflated earnings is best 
described by a submartingale process. However, in the end of their 
article the authors argue that the fact that individually identified 
and estimated Box-Jenkins models have not been able to outperform 
these models (in the predictive ability tests) is rather a result of 
the problems relating to the use of the Box-Jenkins methodology in 
annual data than supportive evidence for the submartingale process.

(6) Ball and Foster (1982, Appendix) organize their 60 references 
under four main topic areas: (1) time-series modeling of annual and 
interim data ; (2) aggregation issues ; (3) smoothing and earnings 
management issues ; and (4) miscellaneous issues. In discussing the 
studies in the first topic area, Ball and Foster recognize e.g. that 
the 'exercises are statistical in their orientation'; that they 
seldomly provide explanations for the statistical patterns; and, 
consequently, there is a lack of knowledge of why earnings behave as 
they do. With respect to the third area (smoothing and earnings 
management), the authors note as a main development that the 
empirical studies recognize to an increasing extent the many ways 
reported earnings numbers can be affected by management, for 
example through transactions with the market, and through
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discretionary accounting choices.

(7) Armstrong (1983) concentrates on reviewing the studies dealing 
with the accuracy of judgmental (i.e. analysts and management) 
forecasts of annual earnings relative to forecasts of time series 
models. Armstrong relies on 55 references and structures his 
article on four issues: (1) hypotheses on methods and accuracy; (2) 
management vs. analysts forecasts; (3) judgment vs. extrapolation 
forecasts ; and (4) proposals for further research. In regard to 
management vs. analysts, Armstrong identifies five studies allowing 
direct comparisons, and in three of them management forecasts 
significantly outperformed those of analysts. The author offers the 
following explanations for management's superiority: it has inside 
information; it has control over firm performance ; it has control 
over reported earnings numbers ; and it may possess more timely 
information than analysts. In regard to judgment vs. time series 
forecasts, Armstrong notes that prior studies provide 17 
comparisons, and in eight of them judgmental earnings forecasts turn 
out to be significantly more accurate than forecasts from time 
series models. Armstrong suggests that the superiority of judgmental 
forecasts may be due to sampling bias, to inside information and the 
control over earnings by management, and to additional and more 
timely information used by management and analysts than time series 
models.

(8) Bao et al. (1983) review applications of time series analysis in 
accounting with 41 references. They organize the studies in the area 
into two main categories : (1) studies including univariate modeling 
and (2) studies including multivariate modeling of earnings and 
other accounting data. In the introduction, the authors view the 
accounting system as a filter which transforms and aggregates
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economic events and releases the output as financial statements. 
They also recognize that the generally accepted accounting 
principles allow some discretion so that the financial statements of 
firms operating in the same industry may be based on different 
accounting procedures and hence the earnings numbers may not be a 
result of consistent accounting rules across firms or over time. In 
discussing the studies aiming at univariate modeling of earnings 
behavior, Bao et al. recognize the difficulties in identifying a 
single appropriate ARIMA model from annual accounting data. They 
suggest that such difficulties may be a result of the non- 
stationarity of the series, the limited number of observations that 
are available, or of a sampling variation. The authors also note 
that there is evidence suggesting that individual firm-specific 
ARIMA models perform no better in predicting annual earnings numbers 
than random walk models including a drift. However, due to the Box- 
Jenkins methodology not being able to overcome the data 
deficiencies, the authors conclude that it is not certain that 
annual earnings actually follow a random walk process. Relating to 
univariate analysis, Bao et al. also discuss such methodological 
issues as problems in achieving stationarity, impact of power 
transformations, aggregations issues (especially the implications of 
quarterly earnings behavior to appropriate annual models), and 
automated algorithms for Box-Jenkins analysis. With respect to 
multivariate modeling, the authors conclude that these studies 
suffer from the same problems as the univariate studies. Finally, 
Bao et al. identify some areas for future research such as studies 
examining the characteristics of accounting data affecting the 
application of the Box-Jenkins methodology, and studies aiming at 
multivariate modeling of accounting data.
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(9) Brown and Griffin (1983) discuss univariate time series 
modeling, multivariate modeling, and experts' forecasts using 27 
references. The authors argue that data exigencies have often 
necessicated the selection of one particular accounting variable for 
time series analysis, viz. the reported earnings and, therefore, the 
analysis of other accounting variables has been largely ignored. 
Brown and Griffin also note the lack of studies using multivariate 
analysis and techniques which are more appropriate than the Box- 
Jenkins methodology for small finite samples. In the epilogue, the 
authors provide some potential explanations for the persistent use 
of time series forecasts as measures of market expectations despite 
the evidence of the superiority of experts' (i.e. analysts and 
management) forecasts: the results suggesting expert superiority 
have not been known or accepted by the researchers ; the results of 
the studies using proxies for market expectations may be robust with 
respect to experts vis-a-vis time series model forecasts ; and 
experts' forecasts (especially management) have not been available 
at all or they have not been available in a machine readable form.

(10) Brown et al. (1985, Appendix) review 50 studies examining four 
topic areas, viz. (1) earnings forecasts of security analysts vs. 
mechanical models ; (2) earnings forecasts of security analysts vs. 
management; (3) earnings forecasts of management vs. mechanical 
models; and (4) composite earnings forecast analysis. As a starting 
point, the authors identify four explanations why different 
forecasting performance could be expected between management, 
analysts and mechanical time series models : there are differences in 
the information set utilized; differences in the time at which 
forecasts are made; differences in the aggregation level underlying 
the forecasts (i.e. whether individual or a consensus of analyst 
forecasts is used); and differences in the efficiency of
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information processing between these forecasting agencies. With 
respect to research concerning the relative accuracy of analysts 
vs. mechanical models, Brown et al. note that while early studies 
found little difference, subsequent literature is almost unanimous 
that security analysts outperform time series models. The authors 
suggest that although the timing difference explanation for this 
finding has been probed in some studies with inconsistent results, 
the differences between these agencies might be due to inefficient 
information processing of the mechanical time series models. With 
respect to relative accuracy of analysts vs. management, Brown et 
al. conclude that the evidence is mixed, and many studies report no 
significant differences between these agencies. However, the authors 
identify several difficulties in making comparisons between them: 
e.g. the loss functions of management and analysts may not be the 
same; management forecasts are sometimes reported in an interval 
form rather than in a point form; and management has the ability to 
influence the predicted earnings variable. With respect to 
management vs. mechanical model forecasts, Brown et al. find that 
the results provided by the literature are inconsistent. Finally, in 
regard to composite forecast analysis, Brown et al. note that 
although there is some evidence suggesting that there is not much to 
be gained from combining forecasts from mechanical models with 
analysts' forecasts (primarily because the latter include all 
relevant information from past earnings series), the combination of 
analyst forecasts with those of management might prove useful 
because there is not a perfect overlap in the information sets which 
these forecasting agencies can access.
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2.4.2. Conclusions: Present Study in Perspective

On the basis of the survey of individual research topics and prior 
reviews of the literature, some conclusions can be drawn which will 
help put the present study into perspective.

(1) There is almost unanimity among researchers that annual earnings 
produced by the accrual accounting system follow a submartingale 
process similar to random walk with or without a drift. However, 
while this finding is prevalent especially in firms operating and 
reporting income numbers according to the accounting practice in the 
Anglo-Saxon world, the evidence from other countries is very scarce 
(the Netherlands is an exception). It is therefore unclear, whether 
the submartingale behavior of accounting income numbers can be 
generalized to firms operating under different economic conditions 
and using different accrual accounting practice from those 
previously analyzed.

Therefore, an analysis of the underlying processes of accrual income 
numbers reported by Finnish firms may shed some additional light on 
the robustness of the submartingale process across national 
boundaries. Given the strong evidence presented in the literature 
for the submartingale process, it can be expected that similar 
behavior might be also found from Finnish firms. If this turned out 
to be the case, then such finding would undoubtedly contribute to 
the robustness of the submartingale model. This, in turn, would 
imply that the general economy-wide factors as well as the 
international variation in the accounting-method-based factors from 
country to country may be of minor importance as determinants of the 
underlying processes of income variables.

(2) Although the notion of submartingale behavior of annual income
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numbers seems to be something like a paradigm in the literature, the 
review indicated, however, that there are also some doubts. The 
concerns presented are as follows. First, it has been argued that 
due to e.g. structural changes and relatively short observation 
series, estimation problems are likely to be encountered with annual 
data, and therefore, the random walk-type behavior may be a result 
of an estimation bias rather than a description of the true 
underlying process (see e.g. Gonedes and Roberts, 1976; Lorek et 
al., 1981, p. 110; Bao et al., 1983, p. 408). Second, the findings 
from quarterly income series imply models other than a random walk 
for annual income (see e.g. Hopwood and Newbold, 1980; Cogger, 1981; 
Hopwood, McKeown and Newbold, 1982). Third, theoretical results 
presented in the literature so far do not lend support to the random 
walk process (see Dharan, 1983a).

Undoubtedly, the present study will also be subject to this 
critique. Since annual income numbers will be considered here, 
estimation problems similar to prior studies will certainly be 
encountered. It should be noted, however, that there is no reason to 
assume that their effect on the results of accrual variables would 
be systematically different from the effect on the results of cash- 
based variables. Consequently, the findings concerning the 
(dis)similarities of the underlying processes of accrual versus 
cash-based income variables should be unbiased.

(3) The studies analyzing the time series properties of cash flows 
were found to be relatively rare compared with studies examining 
accrual income numbers. The few studies that have so far analyzed 
the behavior of cash flows on an annual basis, have found that cash 
flows (defined in terms of cash inflows and outflows) may behave 
differently from the submartingale process (see Adam, 1984;
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Kinnunen, 1984). The important point to note here is, however,' that 
since these studies do not provide comparable evidence with respect 
to the behavior of accrual variables, it remains unclear whether the 
tentative results have been a sample-specific phenomenon or whether 
they were manifestations of true deviations from the submartingale 
processes. Consequently, a time series analysis of accrual and 
cash-based income variables obtained from the same sample of firms 
and the use of identical time series methods for both data sets 
hopefully eliminates some of the problems relating to contrasting 
the findings from these studies with those of others in the area.

(4) Although no study was found in the literature addressing 
directly the present research question, some indirect evidence 
exists supporting the notion that the underlying processes of 
accrual vis-a-vis cash-based income may be different from each 
other. Such conclusion might be drawn from findings showing that 
accrual earnings numbers are poor predictors of subsequent cash 
flows and that a low cross-correlation exists between them at lag 
zero (see e.g. Bowen et al., 1986). On the one hand, it can be 
assumed that if^ a high cross-correlation had been found between the 
variables or jLf cash flows could have been predicted with a high 
accuracy using a linear relationship between the variables, then 
the accrual and cash-based income variables would have varied 
together and, consequently, their behavior would have been similar, 
therefore implying similar underlying processes.

However, since no such finding was made, it may have been a result 
of at least the following explanations : (i) the accrual and cash- 
based variables have different underlying processes, or (ii) the 
variables have similar underlying processes but there is a high 
variance in the noise term of the linear relationship between the
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variables. Therefore, the most that can be concluded from this 
prior indirect evidence is that it is inadequate to show the 
(dis)similarity of the underlying processes of accrual versus cash- 
based income, and consequently some direct analysis is needed to 
provide an answer to the question.

(5) Several information content studies have assumed that cash flows 
behave like a submartingale process, and that there is therefore no 
difference in the underlying processes of accrual versus cash-based 
income variables. Such assumptions have been made at least by Ball 
and Brown (1968), Beaver and Dukes (1972) and Patell and Kaplan 
(1977) in analyzing the information content of cash flow surrogates 
(earnings plus depreciation). Also, more recent studies by Rayburn 
(1986) and Wilson (1986) analyzing the information content of 
operating cash flows used random walk expectations for operating 
cash flow as a benchmark to which they contrasted the performance of 
their own prediction models. Furthermore, Bowen et al. (1987) 
recently assumed random walk-behavior for cash flows in analysis of 
their incremental information content. It can be argued, however, 
that if the underlying processes of cash flows did not follow the 
submartingale process, the results from these information content 
studies would be difficult to interpret.

In addition, among the conclusions that can be drawn from the review 
of reviews are the following:

(6) Besides the appropriateness of the Box-Jenkins methodology, some 
reviewers of the area have also noticed some other methodological 
problems, such as e.g. the need and effects of transformations of 
the data, and the need for multivariate modeling of earnings 
behavior. As regards the multivariate modeling approach, it has to 
be recognized that the problems relating to the univariate modeling
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are likely to be encountered perhaps even to a larger extent in the 

multivariate approach.

(7) The reviews also suggest that there is an increasing focus in 
the area on analyzing the relative accuracy of judgmental forecasts 
(provided by management and financial analysts) vis-a-vis each other 
and vis-a-vis mechanical time series models. It can also be noted 
that one change in the knowledge of these questions is manifested in 
the reviews. While the early reviewers argue that empirical studies 
have failed to indicate significant differences between analysts and 
time series models, the more recent reviewers recognize that this 
has been the case only in the early studies and subsequent evidence 
has unanimously showed the analysts' superiority.

(8) Interestingly, while some reviewers note the lack of studies 
analyzing other than reported earnings-related accounting series, 
none of them is able to report on any single study analyzing these 
alternative series, for example cash flows. On the basis of prior 
reviews, one might conclude that time series analysis of the 
alternative series is a perfect tabula rasa in the literature, 
although this is not exactly the case.

(9) A relatively new topic introduced into the literature mainly in 
the 1980s seems to be the composite (or consensus) forecast 
analysis. One reason for the delay might be that observations about 
the absolute inaccuracy of each individual forecasting agency (i.e. 
management, analysts and time series models) were first needed in 
order to detect the potential gain in combining the forecasts of 
different agencies.
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NOTES TO CHAPTER 2s

[1] The MCGS (Mixture of Constant Growth and Submartingale) model 
defined by Deschamps and Mehta (1980, p. 936) is identical with the 
model proposed by Brown and Rozeff (1979) which has the following 
forms

Q(t) = Q(t-4) + Ф1[Q(t-1) - Q(t-5)] + a(t) + 01'a(t-4) + 6
where Q(t) = income in quarter t; Ф1 = first order autoregressive 
parameter; 01' = first order moving average parameter in seasonal; 
a(t) = white noise in quarter t; 5 = a constant
[2] See also Cogger (1981) for an analytical discussion on the 
derivation of models for aggregated (annual) variables from the 
models of desaggregated (quarterly) variables.
[3] For a discussion on the debate on interim reporting in the 
U.S.A., see Coates (1972, pp. 134-135).
[4] This rationale can be seen as an application of the general 
predictive ability criterion represented by the Chicago school of 
thought. In brief, "according to this criterion, alternative 
accounting measurements are evaluated in terms of their ability to 
predict events of interest to decision-makers." (Beaver, Kennelly 
and Voss, 1968, p. 675). Subsequently, e.g. Beaver (1970, p. 64), 
Abdel-khalik and Thompson (1977-78, p. 182) and Lorek ( 1977-78, p. 
211) have referred to this criterion as a basis of time series 
research in accounting.
[5] The problem has been discussed by such bodies as e.g. the SEC, 
the FASВ, and the FAF. (See Foster, 1977, p. 1; Griffin, 1977, p. 
72; Barefield and Comiskey, 1976, p. 59; Lorek, McDonald and Patz, 
1976, p. 321; Basi, Carey and Twark, 1976, p. 244; Hopwood, McKeown 
and Newbold, 1981, p. 927.) For a more recent practice of corporate 
forecast disclosure in the U.K., the U.S.A. and the Netherlands, see 
Klaassen and Schreuder (1982, pp. 1-2)
[6] As Brown et al. (1985, p. A.53-A.55) note, there may also be 
other differences between judgmental and time series forecasts, such 
as differences at the time, aggregation level, and efficiency of 
forecast preparation.
[7] Cragg and Malkiel (1968) found that income forecasts of 
financial analysts were relatively consistent with each other, which 
was indicated by a high cross-sectional correlation between their 
forecasts. Moreover, a relatively low partial correlation after 
removing the effects of past growth in income numbers suggested 
that it was a common practice among the financial analysts to base 
their income forecasts on past growth rates. Furthermore, the 
results obtained by Richards (1976) supported the previous evidence 
about consistent income forecasts between different financial 
analysts.
[8] As noted e.g. by Ball and Foster (1982, p. 213), there is also 
the dimension of temporal desaggregation which means that annual 
income numbers are regarded as aggregates of interim (quarterly) 
income numbers. The predictive content of this information, however, 
has already been covered in preceding subsections.
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[9] Ang (1979) also examined the general conditions under which 
aggregate forecasts are inferior to forecasts obtained via its 
components. Because the answer is dependent e.g. on the correlation 
between the component forecasts, Ang (1979, p. 34) concluded that "a 
general answer is again impossible". However, perhaps the most 
important result was that "the component forecast may not always 
give superior results in comparison to the aggregate forecast" 
(ibid., p. 35).
[10] It should be noted that the results of Elliot and Uphoff (1972) 
supporting the superiority of econometric models in predicting 
corporate income statement numbers are based at least on the 
following implicit assumptions :
(i) Because only exponential smoothing models were considered from 
the class of univariate time series models, it must be assumed that 
they are the best description of the stochastic process which 
generate monthly income statement numbers.
[11] Because the ex-post realizations of the exogenous variables in 
the periods being forecasted were used in the econometric model, it 
must be assumed that in an actual forecasting situation the future 
values of the exogenous variables are known with certainty.
(iii) Because data from one single firm was used, it must be assumed 
that the firm was representative of all firms, if the results are to 
be generalized.
[11] 'Expected average' refers to the mean that was forecasted by 
martingale from the time series of past means.
[12] These included the pure mean reverting model and five variants 
of submartingales, see Gonedes (1973, p. 217)
[13] In brief, transfer function modeling can be described as a 
multivariate counterpart of the more specific univariate ARIMA- 
modeling. For a thorough discussion of transfer function model 
building, see Box and Jenkins (1976, part III). See also Hillmer et 
al. (1983), who note that the transfer function modeling is a 
special case of more general multiple time series analysis aiming at 
modeling vectors of time series.
[14] Another study examining the relative forecasting preformance of 
multiple and univariate time series models with accounting data is 
Hillmer et al. (1983). They modeled dollar values of production and 
costs from monthly time series data of a firm. They found that both 
of these monthly series were better (more accurately) predicted by 
the multiple approach than by the univariate approach. However, it 
should be noted that this finding was obtained from one single firm 
and that the authors did not provide evidence on income (earnings) 
forecasts.
[15] In addition to the studies reviewed here, there are also some 
results available from cross-sectional factor analyzes indicating 
that, for a given year or period, cash-based financial ratios may 
contain different information from accrual-based ratios. This has 
been shown with data from U.S. firms by Gombola and Ketz (1983), and 
from Finnish firms by Yli-Olli (1983). However, on the basis of 
such cross-sectional analysis alone, it would be uncertain to 
conclude anything about the behavior of cash flows over time.
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[16] In brief, 'pre-whitening' means that temporal regularities in a 
time series are removed and the resultant residual series is used in 
the analysis.
[17] As Asp (1979, p. 270) notes, this unappealing result may have 
been caused by the relatively short time series used in the study as 
well as by changes in the investment strategies of the firms.
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3. A THEORETICAL ANALYSIS OF SERIAL DEPENDENCE IN INCOME VARIABLES
AT SALES AND OPERATING INCOME LEVELS

A common definition of income smoothing is that it dampens or levels 
the fluctuation of reported income "about some level of earnings 
that is currently considered to be normal for a firm" (Beidleman, 
1973, p. 653). With respect to the "normal income", at least two 
possible interpretations exist : (i) The "normal income" is equal to 
what management regards as the target income of the firm for a given 
period (this could be defined e.g. by the industry average [1]), or
(ii) it is the average income achieved by the firm over a number of 
periods. In the former case, income smoothing implies decreasing 
the difference between the target and reported income figures, 
whereas in the latter case, income smoothing means decreasing the 
volatility or variance of reported income figures over time.

Recently, Dharan (1985) examined the conditions under which the 
accrual accounting system may result in income smoothing in the 
variance reduction sense. The benchmark for comparing the effect of 
the accrual accounting was a cash accounting system where revenues 
and expenses are recognized only after their realization in cash. 
The analytical results derived by Dharan showed that, under certain 
conditions, the accrual accounting income variable contains lower 
variance than the income variable produced by the cash accounting 
system and hence income smoothing, in the variance reduction sense, 
may be a basic characteristic of the accrual accounting system.

This chapter extends Dharan's (1985) analysis by examining the role 
of the accounting system as a determinant of income smoothing from a 
slightly different viewpoint. While Dharan compared the effects oí 
accrual and cash accounting systems on the variances of income
variables, our focus will be on their serial dependences (i.e.
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autocorrelations). The motive for this analysis lies in the 
correspondence between the autocorrelations and underlying 
processes! insofar as (dis)similar autocorrelations could be assumed 
for income variables, then the stochastic processes underlying the 
income number series are likely be (dis)similar.

At this point it should readily be recognized that, because 
autocorrelation is defined as the ratio of autocovariance to 
variance, the measures of serial dependence and variance are 
inversely related to each other. This implies that insofar as 
accrual accounting income contains lower variance than cash-based 
income (as Dharan suggests), the serial dependence in the former 
should be higher than in the latter. It must be noted, however, 
that such a conclusion would be too early because it is not valid 
without a ceteris paribus assumption, i.e. the autocovariances of 
income variables are identical under the two accounting systems.

As regards prior empirical results, the literature review in the 
preceding chapter (section 2.1.2.) indicated that many empirical 
studies exist supporting the random walk (with drift) model for 
annual accrual accounting income numbers, which implies a high (near 
unity) positive autocorrelation. It was also noted that comparable 
empirical evidence from cash flow time series is scarce, and the 
conclusions with respect to cash-based income variables therefore 
remain more uncertain. At least a couple of studies examining the 
time series behavior of annual cash flows have found that cash 
flows may follow a mean reverting-type process implying a low (near 
zero) autocorrelation (see section 2.2.2.). However, because these 
studies have not provided comparable results from accrual income 
data, it remains unclear whether their results were sample-specific 
or whether they were an indication of true differences in the
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underlying processes.

The theoretical analysis below aims to tentatively illustrate the 
effect of the accounting system on the serial dependence relaxing 
the ceteris paribus-assumption mentioned above. Assuming simple 
frameworks for the accrual and cash—based accounting systems, their 
potential effects on the variances and autocovariances will be 
explicitly considered in order to see the net effect of the 
accounting system on the serial correlation.

The analysis is divided into two subsections. First, the case of 
sales revenues is examined, where an expression for the theoretical 
autocorrelation of cash revenues received from customers is derived 
in terms of autocovariance and variance of accrual sales. Second, 
the case of operating income is examined, in which the expressions 
for the autocorrelations of accrual operating income and its cash- 
based counterpart are derived. In both cases, it will be assumed 
that the examined variables have a simple linear relationship to 
accrual sales, an assumption which will be given a descriptive 
content within the two accounting systems. Furthermore, it will be 
assumed that the behavior the firm's sales and fixed costs fulfil 
the requirements of weak stationarity, i.e. their expectations and 
variances are independent of time [2].

3.1. An Analysis of Sales Revenues

Assume that a firm follows a credit policy so that the long-term 
average of the turnover ratio of its sales receivables is:

Sales
---------- = l/k (0 < к < 1) (3-1)
Receivables
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The inverse of the turnover ratio, k, presents the fraction of sales 
which, on average, stands as a receivable in the end of each period, 
and (l-к) is the fraction of sales which, on average, is received 
from customers in the same period [3]. Now, the total cash sales in 
any period t can be expressed as a linear function of accrual sales 
in periods t and t-1 as follows :

CSA(t) = (l-к) ASA(t) + (k) ASA(t-l) + a(t)
= (al) ASA(t) + (a2) ASA(t-l) + a(t) (3-2)

where CSA(t) 
ASA(t) 
al and a2
a(t)

= cash sales in period t 
= accrual sales in period t 
= constant parameters approximating 

(l-к) and k, respectively 
= an identically and independently 
distributed random variable with 
zero mean and constant variance

One should note that the random variable a(t) has been appended to 
the above model for several reasons. First, it includes the 
variation that occurs in the turnover of the firm's receivables 
(l/к) over time. Since parameters al and a2 are assumed to be 
constants approximating long-term averages (1—к) and k, the 
variation that takes place around these constants is 'absorbed' by 
a(t). Second, a(t) also includes the bad debts which the firm may 
incur and which also give rise to the fact that (al + a2) may be < 1 
rather than = 1, i.e. all sales may never be received in cash from 
customers. Finally, it includes the advance payments received from 
customers before the corresponding sales are recognized in accrual 
accounting. (Of course, the possibility of advances might have been 
incorporated in expression (3-2) by adding an appropriate term to 
the model, but the present form was preferred for the sake of 
simplicity.)
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Assuming that the behavior of accrual sales is stationary so that 
Var[ASA(t)] = Var[ASA(t-l)], the variance of cash sales based on
expression (3-2) is as follows :

Var[CSA(t)] = Var[(al)ASA(t)+(a2)ASA(t-1)+a(t)]

= (al)2Var[ASA(t)] + (a2)2Var[ASA(t-1)] + Var[a(t)] +
2 (al)(a2)Cov[ASA(t),ASA(t-1)] + 2(al)Cov[ASA(t),а(t)] +
2(a2)Cov[ASA(t-1),a(t)]

= [(al)2+(a2)2]Var[ASA(t)] +
2(al)(a2)Cov[ASA(t),ASA(t-1)] + Var[a(t)] (3-3)

Correspondingly, the autocovariance of accrual sales at lag 1 can be 
derived as follows:

Cov[CSA(t),CSA(t-l)]

= Cov[((al)ASA(t)+(a2)ASA(t-1)+a(t)),
((al)ASA(t-1)+(a2)ASA(t-2)+a(t-1)]

= (al)2Cov[ASA(t),ASA(t-l)] + (al)(a2)Cov[ASA(t),ASA(t-2)] +
(al)Cov[ASA(t),а(t-1)] + (al)(a2) Cov[ASA(t-l),ASA(t-l)] +
(a2)2Cov[ASA(t-1),ASA(t-2)] + (a2)Cov[ASA(t-1),а(t-1)] +
(al)Cov[а(t),ASA(t-1)] + (a2)Cov[а(t),ASA(t-2)] +
Cov[а(t),а(t-1)]

= [(al)2+(a2)2]Cov[ASA(t),ASA(t-l)] +
(al)(a2)[Cov[ASA(t),ASA(t-2)]+Var[ASA(t)]] (3-4)

Now, dividing (3-4) by (3-3) yields the theoretical autocorrelation 
of cash sales at lag 1 expressed as a function of the variance and 
autocovariances of accrual sales:
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R[CSA(t),CSA(t-1)] = Cov[CSA(t),CSA(t-1)]/Var[CSA(t)]

[ (al )2+(a2)2 ]Cov[ASA(t) ,ASA(t-l ) ] +
(al)(a2)[Cov[ASA(t),ASA(t-2)]+Var[ASA(t)]]

- —--—-----__________--- ------ _____--- ( 3-5 )
[(al)2+(a2)2]Var[ASA(t)] +
2(al)(a2)Cov[ASA(t),ASA(t-1)] + Var[a(t)]

Since the autocorrelation of accrual sales at lag 1 is simply

R[ASA(t),ASA(t-1)] = Cov[ASA(t),ASA(t-1)]/Var[ASA(t)], (3-6)

one can see from (3-5) and (3-6) that a general answer cannot be 
given to the Question of whether accrual sales contain a higher (or 
lower) first order serial dependence than its cash-based 
counterpart. That is, depending on parameters al and a2, on the 
autocovariance of accrual sales at the first two lags, and on the 
variance of the random variable a(t), the serial dependence of cash 
receipts from customers (CSA) may or may not be smaller than that of 
its accrual counterpart (ASA).

To be more exact, the necessary condition for a higher serial 
dependence in accrual sales than in cash sales requires that (3-6) 
be greater than (3-5). Assuming al, a2 and Cov[ASA(t),ASA(t-1)] are 
non-negative, this leads (after some algebraic manipulation) to the 
following inequality:

2(al)(a2)R12 + cRl - (al)(a2)(R2+1) > 0 (3-7)

where R1 = R[ASA(t),ASA(t-1)], i.e. the auto­
correlation of accrual sales at lag 1 

R2 - R[ASA(t),ASA(t-2)), i.e. the auto­
correlation of accrual sales at lag 2 

c = Var[a(t)]/Var[ASA(t)], i.e. the variance 
of the random term divided by the variance 
of accrual sales
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Since al and a2 were assumed to be non-negative, the above ineqality 
holds true whenever the first order autocorrelation coefficient of 
accrual sales is outside the range defined by the following roots of 
the left hand side of (3-7):

h
-c ± [cz+ 8(al)г(a2)1(R2+1)]

R1 = ------------------------- (3-8)
4(al)(a2)

Since the plausibility of the above condition is solely dependent on 
its parameter values, it can be concluded that empirical data is 
needed in order to provide estimates for them and in order to see 
whether (3-8) holds true, that is, whether (3-6) is higher than (3- 
5).

3.2. An Analysis of Operating Income

In order to derive a theoretical expression for the autocorrelation 
of accrual operating income, the following accrual accounting system 
will be assumed for any period t:

Sales ASA(t)
- Variable Expenses (l-m)ASA(t) + u(t)

Fixed Expenses F + v(t)
Accrual Operating
Income AOI(t) = (m)ASA(t) - F - (u(t)+v(t)) (3-9)

According to the accounting model assumed above, the firm's total 
operating expenses can be divided into variable and fixed components 
depending on whether an expense item is proportional to the volume 
of operations. It is assumed that the variable expenses are, on 
average, (1-m) marks per every mark of sales so that the firm is
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able to earn an amount of m marks per every mark of sales to cover 
the fixed operating and non-operating expenses. Furthermore, a 
random variable u(t) is included in the variable expenses in order 
to take into account the fluctuation around the average variable 
unit costs over time. Specifically, it will be assumed that u(t) is 
identically and independently distributed with zero mean and 
constant variance.

Moreover, the fixed expenses, which by definition are independent of 
the volume of the firm's operations, are assumed to follow a pure 
mean reverting process around a constant (F). This implies that, 
similarly to u(t), the random variable v(t) is identically and 
independently distributed with zero mean and constant variance. It 
should be noted that because fixed costs are thus assumed to be 
stationary, the firm is therefore assumed to experience no 
persistent growth in its fixed costs, an assumption made only for 
the sake of simplicity.

Denoting z(t) = u(t)+v(t), the variance of the accrual operating 
income is

Var[AOI(t)] = Var[mASA(t)-F-z(t)]

= m2Var[ASA(t)] + Var[F] + Var[z(t)]
- 2mCov[ASA(t),F] - 2mCov[ASA(t),z(t)] + 2Cov[F,z(t)]

= m*Var[ASA(t)] +Var[z(t)] (3-10)

and the autocovariance at lag 1

Cov[AOI(t),AOI(t-1)] = Cov[(mASA(t)-F-z(t)),(mASA(t-l)-F-z(t-l)]
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= m2Cov[ASA(t),ASA(t-1)] - mCov[ASA(t),F] - mCov[ASA(t),z(t-1)]
- mCov[F,ASA(t-1)] + Cov[F,F] + Cov[F,z(t-1)]
- mCov[z(t),ASA(t-1)] + Cov[z(t), F ] + Cov[z(t),z(t-1)]

= m2Cov[ASA(t),ASA(t-l)] (3-11)

Now, the autocorrelation of the accrual operating income at lag 1 
is !

R[AOI(t),AOI(t-1)] = Cov[AOI(t),AOI(t-1))/Var[AOI(t)]

m2Cov[ASA(t),ASA(t-1)] 
m2Var[ASA(t)] + Var[z(t)]

(3-12)

From the expression above we can conclude that, since Var[z(t)] > 0, 
the first order serial dependence in accrual accounting operating 
income numbers is always lower than in accrual sales under the 
accounting model assumed in (3-9). Thus, the subtraction of 
variable and fixed operating expenses from accrual sales in the 
income statement can be expected to lead to a decrease in the 
autocorrelation of the resulting operating income variable.

For the cash-based counterpart of the accrual operating income, the 
following cash accounting system is assumed:
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Cash Sales (l-k)ASA(t) + (k)ASA(t-l) + a(t)
Cash Outflows for 
Variable Expenses

(l-p)[(l-m)ASA(t)+u(t))
+ p[(l-m)ASA(t-l)+u(t-l)] + s(t)

Cash Outflows for
Fixed Expenses [F+v(t)] + q(t)
Cash Operating
Income COI(t) = (l-k)ASA(t) + (k)ASA(t-l) + a(t)

- (1-p)[(l-m)ASA(t)+u(t)]
- p[(l-m)ASA(t-l)+u(t-l)] - s(t)
- F - v(t) - q(t)

= [ ( 1-k)-(1-p)(1-m)]ASA(t)
+ [k-p(l-m)]ASA(t-l)
+ a(t)-(l-p)u(t)-pu(t-l)-s(t)-v(t)-q(t)
- F (3-13)

The rationale behind the above expression for cash operating income 
is as follows.

First, the function describing cash revenues from customers is 
identical to expression (3-2) and therefore needs no further 

comment.

Analogously to cash sales, it is assumed that the firm follows a 
credit policy according to which the long-term average of the 
turnover of its accounts payable is 1/p, and its inverse, p (0 < p < 
1), is therefore the fraction of variable expenses that are, on 
average, outstanding at the end of any period. Thus, cash outflows 
for variable expenses in the current period are (1-p) times the 
variable expenses of the current period plus p times variable 
expenses of the previous period plus a random variable s(t), which 
takes into account the fluctuation around the average turnover ratio 
1/p as well as changes in inventories.

Finally, the cash outflow for fixed expenses contains its accrual 
counterpart, F+v(t), plus a random variable q(t) which includes the 
net change in related accruals and deferrals, i.e. the difference
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between the amount expensed and actually paid. As was the case with 
a(t), u(t) and v(t), the random variables s(t) and q(t) are also 
assumed to be independently distributed with zero means and constant 
variances.

Denoting ßl = (l-k)-(l-p)(1-m),
ß2 = k-p(1-m), and
e(t) = a(t)-(l-p)u(t)-pu(t-l)-s(t)-v(t)-q(t)

expression (3-13) can more conveniently be written

COI(t) = (ßl)ASA(t) + (ß2)ASA(t-1) - F + e(t) (3-14)

Besides the contents of the parameters ßl and ß2 and the constant F 
which is irrelevant for the autocorrelation of COI, the only 
noteworthy difference between expression (3-14) for cash operating 
income and (3-2) for cash sales is that, while a(t) was assumed to 
be independently distributed in (3-2), such an assumption cannot be 
made with respect to e(t) in (3-14). This is because consecutive 
terms e(t) and e(t-l) contain common element u(t-l) and are 
therefore positively correlated. If the appropriate adjustment is 
made by adding the autocovariance of e(t) in the nominator, 
expression (3-5) can, however, be applied for cash operating income 
as well :

R[COI(t),COI(t-1)] = Cov[COI(t),COI(t-l)]/Var[COI(t)]

[ ( ßl)2+(ß2)2]Cov[ASA(t),ASA(t-1)] +
(ßl)(ß2)[Cov[ASA(t),ASA(t-2)]+Var[ASA(t)]] +
Cov[e(t),e(t-l ) ]
--------------------------------------------- (3-15)
[(ßl)*+(ß2)*]Var[ASA(t)] +
2 (ßl)(ß2)Cov[ASA(t),ASA(t-1)] + Var[e(t)]
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Comparing expressions (3-12) for accrual operating income and (3-15) 
for its cash-based counterpart, we can see that, once again, a 
general answer cannot be given to the guestion of whether accrual 
operating income is likely to contain a higher (or lower) first 
order serial dependence than its cash-based counterpart■ Depending 
on parameters m, ßl and ß2, on the autocovariances and variances of 
accrual sales and the random term e(t) as well as on the variance of 
random term z(t), the serial dependence of cash operating income 
(COI) may or may not be smaller than that of its accrual counterpart 
(AOI).

Of course, an exact condition (similar to 3-7 and 3-8 above) for a 
higher serial dependence in the accrual operating income could be 
derived as a function of the terms appearing in (3-12) and (3-15). 
However, since it would lead to a cumbersome expression with little 
additional insight into the main issue, such a condition will not 
be derived here. Instead, we conclude that the final answer can be 
given only with empirical data, which will provide the necessary 
estimates needed in (3-12) and (3-15).

To summarize the conclusions from the theoretical models derived 
above for serial dependences in income variables at the sales and 
operating income levels, it can be stated that, a priori, there is 
no general answer to the question of whether income smoothing (in 
the serial correlation increasing sense) might be a basic 
characteristic of the accrual accounting system. Assuming that cash 
sales, accrual operating income and cash operating income are simple 
linear functions of accrual sales, the analysis indicated that the 
difference between the first order autocorrelation of accrual income 
variable and that of its cash-based counterpart remains dependent on 
the parameter values of those linear relationships. A 'final'
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answer to the main question can therefore be given only by an 
empirical inquiry.

Empirical data will also provide us an opportunity to test the 
descriptive validity of the theoretical autocorrelation models 
derived above. Using empirical time series of the examined variables 
as our data, we can estimate the parameters of the assumed 
relationships. Those estimates enable us to compute the 
autocorrelation coefficients predicted by the theoretical 
expressions derived above. Comparing the predicted autocorrelations 
with the actual values estimated from the empirical time series then 
gives us the opportunity to see whether the theoretical examples 
have any descriptive validity.

NOTES TO CHAPTER 3:

[1] See Lev (1969) for empirical evidence consistent with the 
hypothesis that firms adjust their financial ratios according to 
industry-wide averages.
[2] Note that the assumption of weak stationär!ty does not preclude 
that successive realizations of a random variable and the 
dispersion of those realizations may increase or decrease in some 
consecutive periods of time. However, such change is not allowed to 
be persistent since it would lead to a revision in the expectation 
and the variance of the random variable.
[3] The question of whether the beginning or ending balances of 
receivables are used in the denominator of (3-1) is a problem one 
encounters in computing the turnover ratio in practice. Consistent 
with (3-2), it is assumed here that (3-1) is determined using the 
ending balance of receivables in the denominator.
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4. VARIABLE DEFINITIONS AND THEIR DATA

As was seen in the preceding literature review, there is no unique 
income definition that has been consistently analyzed in related 
studies. On the contrary, a number of variables can be encountered 
in the area which differ e.g. with respect to whether income has 
been measured before or after extraordinary items, whether it has 
been deflated by firm size (as measured by total assets or sales) or 
whether it has been measured on a per share basis. Taking into 
account the present accounting system where cash flows are not 
directly reported, the mixture of definitions is even more apparent 
with cash-based variables. Different measures of cash flow have 
been defined in different studies on the basis of judgments and 
views of the researcher on how it should actually be measured.

The primary purpose of this chapter is to define in detail the 
accrual and cash flow variables to be taken into empirical time 
series analysis (section 4.1. ). The second section (4.2.) aims to 
describe the selection of the time series sample to be used, and the 
third section (4.3.) discusses the measures that were taken in order 
to transform the raw data into a form which was more appropriate for 
our analysis.

4.1. Defining Relevant Accrual and Cash-Based Income Variables

In order to define the variables of interest, a set of requirements 
was imposed on them. The first requirement was that the variables 
must be of interest to the shareholders of a firm for two reasons. 
First, the shareholders' viewpoint was consistent with the argument 
that the knowledge of income time series behavior is important in 
the valuation of a firm's shares. The aspect of share valuation 
required that the income variables had to be defined from the
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shareholders' point of view. Second, the relevance to the 
shareholders also had the obvious advantage of preserving 
consistence with prior studies in the area. As was noted in the 
literature review, most prior studies have examined the time series 
behavior and predictability of such accrual earnings-related 
variables as total net income, earnings per share or accounting rate 
of return, all of which are relevant to the shareholders of the 

firm.

The second requirement for the variables was their operationality in 
the sense that they had to be readily available (or computable) from 
published financial reports and other publicly available sources. 
This requirement, although self-evident, was important because it 
explicitly excluded the consideration of any variable requiring 
inside information (such as interim or segmental reports of the 
firm) which is not publicly disclosed.

The third requirement concerned the number of levels of income 
measurements. Our analysis was not constrained to one single 
measurement level (e.g. the net income level on the bottom row of an 
income statement); multiple levels were considered instead. The 
primary reason for the inclusion of multiple measurements was 
twofold. First, the debate about the "correct" income measurement 
level was avoided when income was measured on different levels. 
E.g. the debate concerning current operating income vs. all- 
inclusive concept of income (see e.g. Hendriksen, 1977 ) or the 
debate about whether income should be measured before or after 
extraordinary items could be avoided when income was measured on 
both of these levels. Second and more important, selecting 
variables from different levels of an income statement also enabled 
us to observe how the time series properties vary across the income
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Statement. These observations may provide interesting insights into 
the relative importance of the operating, investing and financing 
functions of the firm as determinants of the time series properties 
of income numbers.

In this study, variables from three different levels of the income 
statement were examined. The first was the net sales level which 
contains aggregate information of one single operating function of 
the firm. The obvious advantage of selecting the net sales variable 
was that while it is a basic constituent of other (lower level) 
income numbers, it is unaffected by such major accounting decisions 
as the allocation of expenditures over time or across the income 
statement, valuation of inventories, etc. The selection of net 
sales as one of the variables was also supported by its popularity, 
clarity and ease of interpretation. Furthermore, empirical evidence 
exists indicating that market share and profitability (as measured 
by return on investment) may be positively correlated over time and 
market share may therefore serve as a proxy for other measures of 
corporate performance such as profits (see e.g. Buzzell et al.,
1975) .

The second income variable was selected from the operating income 
level. Since the operating income is measured deducting operating 
expenses from net sales, the resulting income variable only contains 
information on the basic operating functions of the firm (sales and 
production), while such non-operating activities as investing and 
financing functions, which are of a less regular nature, have no 
direct effect on it. This is in fact the point of the advocates of 
the concept of current operating income (see Hendriksen, 1977) 
since operating income - as opposed to the all-inclusive concept of 
income - is more comparable from period to period, it should also be
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more predictable and therefore more appealing to the users of 
financial statements. Selecting operating income as one of our 
income variables provided us with the opportunity to obtain some 
empirical evidence for that contention. Moreover, from an 
accounting viewpoint it should also be noted that while decisions 
with respect to inventory valuation have a direct effect on reported 
operating income numbers, decisions concerning the valuation and 
allocation of fixed assets have not, because the operating income is 
measured before depreciation, depletion, amortization, and similar 
items.

The net income level was selected as the third income variable for 
several reasons. First, the proponents of accrual accounting 
earnings usually argue that accounting net income contains more 
relevant information for the prediction of future cash flows than 
any other single variable (see e.g. the statement by the FASВ quoted 
in section 2.2.1. above).

Second, inclusion of the net income variable in the analysis also 
preserved consistence with prior studies in the area better than the 
preceding variables (net sales and operating income). As we noted 
already, the focus of these studies has been on the behavior of net 
earnings and its derivatives. It is therefore consistent that this 
central variable was also analyzed in the present study. Further­
more, inclusion of net income was justified on the grounds that it 
preserved 'symmetry' with respect to the selection of income 
measures ; while net sales were selected from one extreme of the 
vertical 'continuum' of an income statement, it was therefore 
advisable to select net income from the other. Since the net income 
variable also includes information on the investment and financing 
functions of the firm, it should provide additional information not
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conveyed by the net sales or operating income variables discussed 
above. Last but not least, because "the primary focus of financial 
reporting is information about earnings and its components" (FASB,
1978), the analysis of the net income variable was also justified on 
its own account.

The fourth reqúirement imposed on the selected variables concerned 
the relationship between accrual and cash-based variables. In this 
respect a strict adherence to consistent inclusion of operating, 
investment and financing flows in accrual incomes vis-a-vis their 
cash-based counterparts was required. For example, the cash flow 
variable analyzed in some prior studies (see section 2.2.2. above) 
defines cash flow as the sum of net income, depreciation, depletion 
and amortization (+/- net change in current accounts other than 
cash) which cannot, under this requirement, be regarded as a valid 
counterpart of accrual net income. The reason is that while net 
income is reported after expenses for fixed assets (as measured by 
depreciation), the above cash flow variable measures cash flow from 
operations before outflows for long-term expenditures. Since the 
two variables include investment flows in an inconsistent manner, it 
would be unreasonable to compare their time series properties or 
information content with each other : if differences were found, it 
would remain unclear whether they would be due to the difference 
between the accounting principle (accrual vs. cash accounting) or to 
the difference between the inclusion of investment flows. To avoid 
such difficulties, the accrual accounting variables and their cash- 
based counterparts were, therefore, defined on a "matched-pair" - 
basis for this study.
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On the basis of the requirements discussed above, the following 
variables were selected for empirical time series analysis :

TABLE 4-1 : Selected Variables for the Study

Accrual Accounting 
Income Variabless

Cash Accounting 
Income Variabless

1) Accrual Sales (ASA) <--- > 4) Cash Sales (CSA)

2) Accrual Operating 
Income (AOI)

3) Accrual Net 
Income (ANI)

<--- > 5) Cash Operating
Income (COI)

<--- > 6) Cash Net
Income A (CNIA)

7) Cash Net
Income В (CNIB)

The description below aims to illustrate briefly how these variables 
were defined with the items appearing in the financial statements 
disclosed by Finnish firms. More detailed formulae for the 
computation of the cash-based variables are given in appendix 4-1 to 
this chapter.

Variable #1 (ASA) is equal to the net sales as reported, i.e. net of 
discounts allowed, bad debts incurred and any indirect taxes such as 
the sales tax and the excise tax.

Variable #4 (CSA) is the cash-based counterpart of ASA. It was 
computed by adjusting net sales for changes in accounts receivable 
and advance payments from customers.
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Variable #2 (AOI) is the operating income as reported, i.e. net 
sales less variable and fixed expenses. Variable expenses include 
direct costs of the products sold such as raw materials, wages, 
energy, services etc. Fixed expenses include any indirect costs 
relating to the production process such as administrative expenses, 
salaries, rents, etc.

Variable #5 (COI) is the cash-based counterpart of AOI. It was 
computed by subtracting from cash sales (CSA) all cash outflows for 
short-term operating expenses. In brief, these were obtained by 
adjusting the expenses with changes in inventories, accounts payable 
and prepayments to suppliers of goods and services.

Variable #3 (ANI) is the net income as reported, i.e. operating 
income less depreciation, non-operating revenues and expenses, net 
change in untaxed reserves, interest expenses and direct taxes [1].

For the accrual net income variable, two cash-based counterparts 
(variables #6 CNIA and #7 CNIB) were defined, primarily because of 
the conceptual difficulties in taking into account the long-term 
expenditures in fixed assets deducted as depreciation in the income 
statement. The common element in both of the cash net income 
variables is cash net income before long-term expenditures. This was 
obtained by deducting non-operating revenues and expenses, interest 
expenses and direct taxes adjusted for their deferrals and accruals 
from the cash operating income (COI). The next step was to compute 
the total amount of net investments in fixed assets. In brief, this 
was obtained by adding depreciation to the net increase in fixed 
assets adjusted for any changes of advance payments and revaluations 
relating to them.

However, the two cash net income variables take different views with
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respect to the amount of net investments deducted in order to 
arrive at the final net income figure. For variable #6 (CNIA), the 
accounting principle of matching expenditures with revenues was 
followed and, consequently, only the proportion of replacement 
investments in total net investments was deducted. The basic method 
applied in this study for estimating the amount of replacements was 
developed by Artto (1985, pp. 49-77). His method was used here 
because it is the only serious attempt known by the author to 
reconcile (in a cash accounting setting) the basic dilemma of 
expenditure allocation with the matching principle of accounting 

theory [ 2 ] .

While the fonner variable tries to follow the matching principle in 
deducting the long-term expenditures of fixed assets, variable #7 
(CNIB) takes the opposite view. For this variable, the amount of 
net investments in fixed assets was deducted in its entirety without 
any prior attempt to split it into replacement and growth 
components. In doing this, the CNIB variable follows the line of 
reasoning in the financial theory where no attempt in matching 
expenditures with revenues is made. According to the financial 
theory, no dilemma of expenditure allocation exists because all 
expenditures (no matter whether short- or long-term) are deducted 
for the period when they are realized as cash outflows (see note 2 
to chapter 1). Thus, it can be argued that the CNIB variable 
analyzed in this study falls in line with that view with one 
(minor) exception: while the financial theory suggests that the 
increase in liquid assets (i.e. the increase in cash and cash- 
equivalent deposits and marketable securities) should be regarded as 
a part of net investments and thus should be deducted in determining 
the relevant cash net income (see Haley and Schall, 1979, p. 12),
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such a deduction was, however, not made here in the computation of 
the CNIB variable. The main reason was that if CNIB were defined 
after the increase in liquid assets, the resulting variable would 
not have been comparable with its counterpart in accrual accounting 
(ANI), where investment outflows in liquid assets are not deducted 
in any form [3].

Finally, in order to summarize and to put the selected variables in 
perspective, the following remarks can be made:

(1) While prior time series research in the accounting literature 
has mainly concentrated on analyzing the behavior of accrual 
accounting net income and its derivatives, the present study 
examined two sets of variables; one comprised the income numbers 
from the accrual accounting and the other their direct cash-based 
counterparts. This setting enabled us to observe what effect, if 
any, the principles of accrual vs. cash accounting have on the time 
series properties of resulting income numbers.

(ii) Income was measured on the accrual and cash-basis from three 
different levels of an income statement: (1) the net sales level;
(2) the operating income level; and (3) the net income level. The 
primary purpose of this stratification was to provide observations 
of how the time series properties of income numbers change across 
the income statement, i.e. what is the effect of different 
operating, investment and financing flows on the phenomena under 
examination. It should be noted that since the cash-based variables 
serve as 'control variables' in the current setting, it was assumed 
possible to observe the marginal effect of the accounting treatment 
of those flows.

(iii) The cash-based variables defined above also differ from
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related studies in the method of measuring cash flow from 
operations. While prior empirical studies on this variable have 
mainly used the indirect (upwards) method of computation (i.e. they 
have taken the reported net income as the starting point, which has 
then been adjusted for depreciation, changes in working capital and 
other non-cash items), the present study adopted the direct 
(downwards) method, starting from the cash revenues received from 
customers from which the (short-term) operating cash outflows were 
then deducted. As a result, some of the pitfalls included in the 
indirect method were hopefully avoided and a more reliable measure 
of operating cash flow was obtained. (For a discussion on the 
problems relating to the indirect method frequently used in related 
studies, see Drtina and Largay, 1985).

4.2. Sample Selection

The sample of firms analyzed in the study comprises industrial and 
commercial firms listed on the Helsinki Stock Exchange in the early 
1980s. The sample was selected from among listed firms for at least 
the following reasons : (i) being relatively old and established 
firms, financial statement data was readily available for most of 
the listed companies over a longer period needed for time series 
analysis purposes; (ii) it will be possible to measure in future 
studies the information content (market reaction) of different 
information sets disclosed by these firms ; and (iii) although small 
in number, the listed companies are very significant in the Finnish 
economy.

In 1982 there were thirty-three industrial firms, one 
transportation company, and eight commercial companies listed on the 
Helsinki Stock Exchange. (Banks and insurance companies were not
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considered for this study because of the essentially different 
nature of their operations and accounting practices which would have 
caused considerable difficulties in deriving comparable income 
variables defined in the previous section.) Of these firms two 
manufacturing firms (Marimekko Oy and Medica-yhtymä Oy) had to be 
omitted from the final sample because complete financial statements 
could not be obtained from them for the whole time period examined. 
In addition, one commercial company (SMK Oy) was omitted because its 
business changed essentially in the mid-70s so that the firm before 
and after the change was not comparable at all. Thus, the final 
sample of firms consisted of thirty-nine firms comprising thirty-one 
manufacturing companies (nine of which represent the wood-processing 
industry), one transportation company, and seven commercial 
companies. A complete list of the sample firms appears in appendix 
4-2 to this chapter.

As regards the economic importance of the sample analyzed in this 
study, table 4-2 below gives some facts about its relative size 
compared with all Finnish firms (liable to turnover tax) in 
corresponding industries.

TABLE 4-2 : The Sample Size in Relation to All Finnish Industrial, 
Commercial, and Transport Firms Liable to Turnover Tax 
in 1982 [4].

All Firms : Sample Firms :
Number Total Number Total

of Turnover of Turnover
firms Million FIM firms % Million FIM %

Industrial 17130 172490.4 31 0.18 % 44639.8 25.9 %
Commercial 31957 196869.0 7 0.02 % 19011.3 9.7
Transport. 431 4660.7 1 0.23 % 962.8 20.7 *
Total 49518 374020.1 39 0.08 % 64613.9 17.3 %
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On the one hand, the broad tenor of table 4-2 suggests that although 
the sample is only a tiny percentage (under 0.1 %) of all Finnish 
industrial, commercial and transport firms, its economic importance 
is, however, far from being insignificant. In 1982 the sample 
covered approximately one fourth, one tenth, and one fifth of the 
total turnovers of all industrial, commercial and transport 
enterprises in Finland. It thus is unambigious that the firms 
analyzed in this study play a very important role in the Finnish 
economy, and from that point of view their inclusion in the present 
sample was more than justified.

On the other hand, it has to be recognized that the relatively large 
size of the sample firms may restrict the generalizability of the 
results obtained in this study. As the general model of the 
underlying determinants (see expression 1-1 in chapter 1) 
hypothesized, the firm's size may affect the underlying processes of 
income variables, and therefore the findings of this study may not 
be generalizable to other (smaller) firms. However, the literature 
review (section 2.1.2.) indicated, that the empirical findings 
obtained so far do not support the hypothesis of the firm's size 
being a significant determinant of autocorrelation in income numbers 
(Lev, 1983). If this is indeed the case, the properties of the 
present sample do not prevent generalizations to smaller firms as 
well.

The financial statements of each sample firm were gathered over the 
35-year period 1950-1984 [5]. Most of the financial statements 
(about 91 %) were readily available in form of computer printouts at 
the Department of Accounting and Finance of the HSE. The remaining 9 
% were gathered from Patentti- ja rekisterihallituksen taseosasto 
(a govermental bureau where certain companies must submit their
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annual financial statements) and directly from the firms. From the 
financial statement data the income variables defined in the 
preceding section were then computed over the 34-year period 1951 
1984. (Note that the balance sheets of the first year 1950 were
needed in computing the cash flow variables for 1951). The total
sample of empirical time series thus consisted of 273 series ( = 39
firms * 7 variables per firm) each containing 34 annual income
observations [6].

As regards the horizontal size (length) of the time series data, at
least three reservations have to be made. On the one hand, the
horizontal size of the sample time series is only 34 (annual) 
observations which is not very much for statistical estimation 
purposes especially when one considers the need for a hold-out 
sample that has to be left for predictive ability analysis (to be 
explained in the next chapter). Although the sample is therefore 
very small from this perspective, it should be noted, however, that 
it is quite comparable to sample sizes used in some prior related 
studies (see appendix 2-1).

On the other hand, it may be argued that the horizontal size of the 
sample is too large because structural changes undoubtedly are 
present in any time series covering over three decades. In this 
case, structural changes may rise due to (i) economic changes
experienced by firms themselves in course of time, and (ii) changes
in the accounting methods adopted by the firms. With respect to the 
economic changes, non-stationarities and other discontinuities can 
be expected to be encountered for reasons attributable to the 
economy as a whole (e.g. inflation), to the firm's industry (e.g. 
the measures taken by the government for regulation and deregulation 
of certain industries), and to the firm itself (e.g. the acquisition
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and divestiture behavior). With respect to accounting changes, 
some new acts have been made especially in the late sixties and mid­
seventies affecting the accounting practices of Finnish firms [7]. 
All these structural changes will undoubtedly increase the noise in 
the time series data and therefore it will become more difficult to 
discern the 'regularities' from that noise.

Finally, the third problem relating to the horizontal size of the 
sample is the 'survivorship bias' caused by the fact that the time 
series analyzed in this study were obtained from firms that had 
survived for a long period of time and therefore the results may 
not be generalizable to younger firms with shorter history. 
Although the potential for the existence of such bias has to be 
recognized, prior empirical findings obtained by Ball and Watts 
(1979) on this issue suggest, however, that the effect of the 
'survivorship bias' is non-existent or very small. Relying on that 
evidence, the 'survivorship bias' can therefore be expected to pose 
a less serious problem for this study.

4.3. Data Adjustments

In order to alleviate the problems caused by the structural changes 
noted above, several adjustments were applied to the original raw 
data in order to make it more appropriate for time series analysis. 
These included (i) an adjustment for exceptional fiscal years, (ii) 
an adjustment for inflation, and (iii) adjustments for outliers in 
individual years and sudden shifts in the level of some sample 
series.

(i) An adjustment for exceptional fiscal years was needed because 13 
firms (33 %) in the sample had changed the ending date of their
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fiscal year from calendar to non-calendar year and/or vice versa, 
thus producing exceptional fiscal years the lengths of which were 
not 12 months. In the whole sample consisting of 1324 firm-years (= 
39 firms * 34 years) 23 such fiscal years were encountered. The 
adjustments for the length of fiscal years thus concerned 1.7 % of 
the whole sample.

The adjustment for exceptional fiscal years was based on the 
following linear transformation:

X(t) = (12/M) * X(t') (4-1)

where X(t) = adjusted variable for fiscal year t
M = number of months in the non-twelve­

month fiscal year
X(t') = unadjusted variable obtained from the 

non-twelve-month fiscal year t'

(ii) Next, the growth pattern caused by inflation was removed from 
the data for the following reasons. First, the focus of our interest 
was on the time series of accrual vs. cash-based income expressed at 
a uniform purchasing power of money. If no adjustment for inflation 
had been made, the time series data would have described the 
behavior of a hybrid phenomenon where inflation would have been an 
essential component. Second, it can be argued that the best way to 
take the inflation into account in a valuation context is to 
discount future cash flows expressed in a uniform purchasing power 
of money with required real rate of return. One can then avoid the 
complexities which would otherwise arise, viz. the allowance for the 
dependence between future cash flows and inflation [8]. Third, an 
adjustment for inflation was also desirable from a statistical 
point of view, because it removed a major part of the non- 
stationarity in the data (i.e. the trend introduced by inflation to 
the nominal income series).
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For the inflation adjustment, the wholesale price index series 
published by the Central Statistical Office of Finland was employed. 
This index series was chosen for a number of reasons (see Kinnunen,
1983): (i) it was available over the entire period 1951 - 1984; 
(ii) it was considered a valid index for measuring changes in the 
general price level from the shareholders' point of view; (iii) the 
inflation behavior as measured by this index had been found to be an 
average of some other indices; and (iv) the wholesale price index 
has been widely used in financial statement analysis of Finnish 
firms for inflation measurement purposes.

With this price index each year's nominal income numbers were 
inflated to the price level of 1984 which was the last year of the 
time series data :

X(t)' = [I(84 )/I(t)] * X(t) (4-2)

where X(t)' = income number in year t expressed at 
the price level of 1984 

1(84) = the wholesale price index in 1984
I(t) = the wholesale price index in year t
X(t) = income number in year t expressed at

the nominal price level of year t

At this point it should be noted that the above transformation was 
not intended to do the job of such accounting methods as e.g. the 
CPP or the CCA recommended by some rule-making bodies for 
eliminating inflationary profit from the accounting income. What 
formula (4-2) does instead, is that it expresses those profits in a 
uniform scale. (Note also that the amount of inflationary profit in 
the cash-based income variables is much less than in the income 
variables produced by the accrual accounting practice based on
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historical costs. Of course, this is because the cash-based 
variables expressed in terms of proper cash inflows and outflows 
contain items of almost identical purchasing power of money.)

(iii) After the adjustments for exceptional fiscal years and 
inflation, the graphs of the time series data were visually examined 
in order to obtain a rough idea of the behavior of the selected 
income variables. The focus of the visual inspection was on 
identifying those series which contained trend, heteroscedasticity 
(i.e. instability in variance), sudden shifts in the levels or 
outliers in individual years. The findings from the graphs are 
summarized in the following table :

TABLE 4-3: Findings from the Visual Inspection of the Time Series 
Graphs (n = 273 time series, 39 time series per
variable)

Trend
Instability 
in variance

Shift in 
the level

Individual
outliers

I Variable fr. % fr. % fr. % fr.
ASA 36 92.3 8 20.5 3 7.7 0 0.0
AO I 30 76.9 29 74.4 3 7.7 2 5.1
ANI 11 28.2 13 33.3 1 2.6 20 51.3
CSA 36 92.3 7 17.9 3 7.7 3 7.7
COI 15 38.5 22 56.4 0 0.0 8 20.5
CNIA 5 12.8 19 48.7 2 5.1 7 17.9
CNIB 1 2.6 28 71.8 0 0.0 10 25.6

Total 134 49.1 126 46.2 12 4.4 50 18.3

Almost half (49.1 %) of the 273 time series examined seemed to 
contain a (usually positive) trend. It was indeed very common in the 
time series of accrual and cash-based sales where virtually all 
firms (92.3 %) exhibited real growth. A similar pattern was also 
found in the accrual operating income series where most firms (76.9 
%) showed some kind of trend. Interestingly, the number of firms
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where trend was a salient feature in the behavior of the cash-based 
counterpart of the accrual operating income, was only half of those 
exhibiting trend on the accrual basis. The same kind of difference 
could also be found between the number of firms showing trend in the 
accrual net income and its cash-based counterparts.

Heteroscedasticity was also present in a large number of the sample 
time series (46.2 %). It was most commonly found in the accrual 
operating income and in one of the cash net income variables (CNIB) 
where approximately three fourths of the firms showed instability in 
variance. The other two cash-based variables (COI and CNIA) also 
seemed to have this property in half of the firms.

Sudden shifts of a permanent nature in the level of time series were 
relatively uncommon ; only 12 series (4.4 %) were found which showed 
such a phenomenon. Although the underlying factors behind these 
shifts were not examined in detail, it can be assumed that mergers 
and divestitures explain most (if not all) of these shifts.

Outliers in individual years could be found approximately in one 
fifth (18.3 %) of the sample series. Most of these occurred in the 
time series of accrual net income, where outliers were encountered 
in approximately one half (51.3 %) of the firms. These were usually 
negative outliers in the late 1970s when the Finnish economy 
experienced one of its severiest slumps in the aftermath of the 
world-wide oil crisis. Interestingly, this slump produced outliers 
observable only in the accrual net income variable, not in the other 
variables examined [9].

The outliers and the shifts in the levels were 'cleaned' from the 
data using the following techniques.



4-19

The sample mean and standard deviation were estimated from each of 
the sample series containing an outlier (of course, the outlier 
itself was omitted from the estimation). Assuming normality, the 
limits of the 95 % confidence interval were then determined for the 
series, and the outliers were drawn back to these limits. Of the 
9268 annual observations in the data, 37 individual outliers (0.4 %) 
were adjusted in this way [10]. Thus, a positive (negative) outlier 
was pull down (up) to

ц + (-) 1.96 * a (4-3)

where ц = estimated mean of the series
a = estimated standard deviation of the series

For the series containing a sudden shift in the level, the following 
model containing a dummy variable was estimated using the method of 
ordinary least squares (the variable denoting time (year) was also 
included in the model in order to take into account the possible 
trend in the series):

X(t) = ß0 + ßl*t + ß2*d + e(t) (4-4)

where t = a variable denoting time (year)
d = a dummy variable defined as 0 in the 

years prior to the shift in the level 
and 1 in the years after the shift in 
the level of the series 

e(t) = a residual with usual assumptions 
ß0, ßl and ß2 = estimated parameters

The magnitude of the shift in the level of the series as measured by 
the estimate of ß2 was then added to all annual observations 
preceding or following the shift. Thus, if a sudden positive 
(negative) shift оecured in a series in, say 1976, a positive 
(negative) constant determined by the estimate of ß2 was added to 
all observations in the period 1951 - 1975. Since shifts in the
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levels were encountered in 12 series, dummy adjustments accounted 
for approximately 0.1 % of the total number of differences (8995) in 
the sample time series.
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NOTES TO CHAPTER 4s
[1] The main reasons for not adjusting the reported accrual net 
income variable analyzed in this study for the net change in untaxed 
reserves (inventory reserve, reserves for bad debts, for warranty 
repair costs, etc.) were as follows:
(1) In the Finnish accounting practice, changes in untaxed reserves 
provide management with an important device for interperiod income 
smoothing. Since similar opportunities (at least to such an extent) 
are seldomly encountered in other countries (especially in the 
Anglo-Saxon world), the analysis of the time series behavior of the 
net income numbers as reported by the Finnish firms sheds light on 
how the use of such smoothing opportunities may affect the 
underlying processes of resulting income variables. For example, if 
similar tendency to submartingale (random walk with or without a 
drift) behavior could be identified from Finnish net income numbers 
as it has been the case in other countries, then such a result would 
imply that the smoothing opportunities by changes in untaxed 
reserves may have, afterall, an insignificant impact on the 
underlying process.
(ii) Review of the relevant literature reveals that adjustments for 
particular income statement items have not, in general, been made in 
related prior studies. It thus seems that because prior studies in 
the area have analyzed accrual income variables as reported, 
attempts have not been made to remove the potential effects of some 
of the discretionary accounting choices in ß2 (see 1-1).
(iii) Since income determination (c.f. reported net income) is a 
separate task from income evaluation (c.f. the financial analyst's 
net income obtained via adjusting the reported income numbers for 
changes in the untaxed reserves, etc.), and since the focus of this 
study is not on analyzing financial analyst's income numbers with 
the aim to evaluate firm performance, there was no basic need to 
make adjustments for accounting items such as changes in untaxed 
reserves. Furthermore, i_f this study had any such evaluative 
purposes, adjustments for items other than changes in untaxed 
reserves would also have been necessary (e.g. there would also have 
been a need to "normalize" the depreciation amount). In that case, 
considerable difficulties would have been encountered because there 
is no applicable theoretical guidelines for such adjustments (e.g. 
it would have been impossible to determine theoretically 'correct' 
depreciation amounts for the sample firms.) Finally, as a practical 
matter it should also be noted that in the 1950s and 1960s Finnish 
firms did not, in general, report their changes in inventory 
reserves, which makes it impossible to adjust the income numbers 
reported at that time.
[2] In brief, Artto's method for estimating the amount of 
replacements is a two-stage allocation process. In the first stage, 
the total amount of replacements is determined for a time period 
comprising a number of consecutive years on the basis of the amount 
of operating cash flows and the change of the market value of the 
firm . In the second stage, the amount of replacements determined in 
the first stage is allocated on the basis of the volume of the 
firm's operations (proxied by the amount of sales) for individual 
years within the time period. Denoting

R(t) = replacements of fixed assets (subscript t denotes year)
A(t) = growth investments in fixed assets
Y(t) = divestments (sale) of fixed assets
OCF(t) = operating cash flow (= COI defined for this study)
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T(t) = income taxes
SV = change in the market value of the firm during a period 
r = internal rate of return determined by the change in the 

market value and the entity cash flow of the firm (i.e. the 
net cash flow between the firm and its debt and equity 
holders) during a period t = 1, . .., n

Artto (1985, p. 63) suggests that the amount of replacements 
attributable to period t = 1, . .., n is given by the following 
expression :

n n-t
E [OCF(t)-T(t)) [1+r] 

n n t=l
E R(t) = E [A(t)+R(t)-Y(t)] * -------------------------------

t=l t=l n n-t
E [OCF(t)-T(t)] [1+r] + 6V

t=l

That is, the amount of replacements attributable to period t = 1,
. .., n is directly proportional to the amount of (prolonged) after 

tax operating cash flow realized during the period and inversely 
proportional to the change in the market value of the firm. Denoting 
L(t) = the volume of firm's operations in year t (proxied e.g. by 
the amount of sales), the amount of replacements in any single year 
within the period t = 1, ..., n is (see Artto, 1985, p. 63):

n
E R(t) 

t=l
R(t) = L(t) * ---------

n
E L(t) 

t=l
In this study, the proportion of replacements as measured by the 
term E R(t)/ E L(t) on the right-hand side of the above expression 
was first determined for each sample firm separately from three 
different time periods (1951-62, 1963-73, and 1974-84 ) . Thereafter,
each firm's percentages were averaged across the three periods, and 
the resulting means were used as a basis of final estimates of 
replacement investments. Consequently, the firm-specific percentages 
used in this study for measuring replacements were constants over 
the entire data base 1951-84.
[3] Another reason for not deducting the net increase in liquid 
assets in the computation of cash net income is that it can be 
interpreted to represent (a part of) cash accounting "earnings" and 
therefore its deduction would not make sense any more than the 
deduction of net income in the computation of accrual earnings.
[4] See Suomen Tilastollinen Vuosikirja 1985/86 (p. 164) and
Tilastotiedotus YR 1985:4 (p. 32) for the numbers and turnovers of
all Finnish firms liable to turnover tax.
[5] There was one firm in the sample (Rauma-Repola Oy) which was 
founded in 1952, and the financial statements of this firm thus 
covered the period 1952-84.
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[6] The only exception was the firm referred to in the preceding 
note. The time series of this firm covered the 32-year period 1953- 
84.
[7] The changes in the relevant legislation took place in 1969, 1974 
and 1980, when the Corporate Income Taxation Act (EVL), the 
Accounting Act (KPL, KPA) and the Company Act (OYL), respectively, 
replaced the corresponding old legislation. The first one (the 
1969 Corporate Income Taxation Act) had profound effects e.g. on 
inventory valuation rules (direct historical acquisition cost 
replaced the old valuation rule which was based on direct and 
indirect production costs) and on depreciation methods (straight- 
line depreciation was replaced by degressive methods). It should be 
noted that although this act primarily concerned corporate direct 
income taxation, it also affected accounting practices because firms 
commonly adjusted their accounting methods to the new tax 
legislation. Furthermore, some of these changes were subsequently 
taken into account in the 1974 Accounting Act, which also introduced 
a new format for income statements. Finally, the 1980 Company Act 
included rules governing e.g. the presentation of the inventory 
reserve which the former acts permit. It also specified the 
presentation formats of financial statements for limited (joint 
stock) companies. For a discussion (in English) of the theoretical 
foundation of the Finnish accounting practice, see Salmi (1978).
[8] To clarify this point, consider the following example. 
Assume ti = average future annual inflation (a random variable), i = 
required real rate of return p.a. (a constant), and CF(t) = nominal 
cash flow in year t (a random variable). Now, the present value PV 
of CF(t ) expressed at the price level of the base year is :

-t -t
PV = (1+i) * [(1+n) * CF(t)]

Because the present value is the product of two random variables, 
the computation of its expected value as well as its variance 
requires the knowledge of the covariance of these random variables.
[9] One explanation might be that in the recession which began with 
the oil crisis, the firms used their accounting reserves to absorb 
their losses until these reserves were eventually exhausted in the 
late 70s producing the observable negative outliers. It is also 
worthwhile to note that, contrary to expectations, the accounting 
changes that took place in the time period examined (see note 6 
above) did not produce systematic outliers or other discontinuities 
that would have been visually discernible from other variability in 
the data. One explanation may be that, after all, these accounting 
changes had but a small effect on reported accounting numbers 
relative to other changes in the firms and their environment.
[10] In addition, there were 24 outliers (0.3 %) of two consecutive 
years which were adjusted using the dummy technique described below.
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APPENDIX 4-1: Formulae for the Computation of Cash Flows

The following formulae describe the basic schemes for the computation 
of the cash-based income variables from the financial statements 
prepared under current Finnish accounting practice (the 1974 
Accounting Act, the 1980 Companies Act, Generally Accepted 
Accounting Principles). More detailed item-by-item formulae are 
available from the author on request.

Variable #4: Cash Sales (CSA)

Net Sales (after discounts allowed, bad debts incurred, 
and indirect taxes)

- Increase in accounts receivable 
+ Increase in prepayments from customers
= CSA

Variable #5s Cash Operating Income (COI)

CSA
- Purchases of goods and services (incl. raw 
materials, accessories, wages, energy, salaries, 
administrative expenses and other short-term goods 
and services valued at direct historical 
acquisition cost)

+ Increase in accounts payable to suppliers of goods 
and services

- Increase in prepayments to suppliers of goods and 
services

= COI
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Variable #6: Cash Net Income A (CNIA)

COI
+ Other (non-operating) revenues
- Other (non-operating) expenses
- Interest expenses
- Direct tax expense

+/- Net change in accruals and deferrals relating to 
other revenues and expenses, interests and taxes

- Replacement investments in fixed assets [1]
= CNIA

[1]s See note [2] to chapter 4.

Variable #7s Cash Net Income В (CNIB)

COI
+ Other (non-operating) revenues
- Other (non-operating) expenses
- Interest expenses
- Direct tax expenses

+/- Net change in accruals and deferrals relating to 
other revenues and expenses, interests and taxes

- Net investments in fixed assets [2]
= CNIB

[2]: Book value of fixed assets at the end of fiscal year
- Book value of fixed assets in the beginning of 

fiscal year
- Increase in the accounting revaluation of fixed assets
- Accounting net proceeds from the sale of fixed assets 
+ Depreciation expense from fixed assets
+ Investments in fixed assets debited from investment 

reserve
+ Increase in prepayments to suppliers of fixed assets
= Net investments in fixed assets

As regards financial statements prepared under the 1945 Accounting 
Act, the general formulae given above were adjusted for the old law. 
The most important adjustment concerned the computation of Cash 
Operating Income (COI), because under the old accounting practice, 
the income statement did not report the direct cost of goods sold.
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Therefore, the basic formula for the computation of COI from the 
financial statements prepared under the old Accounting Act took the 
following form:

CSA
- Cash outflows for short-term operating expenses [3]
= COI

[3]: Net sales (reported in the margin of income
balance sheet)

- Sales margin as reported (so-called "TLH")
= Direct cost of goods sold (the expensed amount) 
+ Increase in inventories
= Direct cost of goods produced 
+ Salary, rents and other short-term expenses 

+/- Net increase in accounts payable and prepayments 
to suppliers of goods and services

= Cash outflows for short-term operating expenses

N.B. The term "increase" in the above formulae means the following 
difference (with sign)! Item at the end of the fiscal year minus 
item at the beginning of the fiscal year.



Appendix 4-2-1

APPENDIX 4-2; List of the Sample Firms

# Firm
1 Amer-yhtymä Oy
2 Enso-Gutzeit Oy
3 Farmos-yhtymä Oy
4 Oy Finlayson Ab
5 Oy Fiskars Ab
6 Huhtamäki Oy
7 Instrumentarium Oy
8 Kajaani Oy
9 Oy Kaukas Ab
10 Kemi Oy
11 Kone Oy
12 Kymi Kymmene Oy
13 Lassila & Tikanoja Oy
14 Oy Lohja Ab
15 Metsäliiton Teollisuus Oy
16 Oy Nokia Ab
17 Kustannusosakeyhtiö Otava
18 Oy Partek Ab
19 Rauma-Repola Oy
20 Oy Rettig Ab
21 Oy W. Rosenlew Ab
22 Oy Wilh Schauman Ab
23 G.A. Serlachius Oy
24 Oy Strömberg Ab
25 Suomen Sokeri Oy
26 Suomen Trikoo Oy Ab
27 Tamfelt Oy Ab
28 Oy Tampella Ab
29 Werner Söderström Osakeyhtiö
30 Oy Wärtsilä Ab
31 Yhtyneet Paperitehtaat Oy
32 Suomen Höyrylaiva Oy
33 Oy Ford Ab
34 Kesko Oy
35 Kuusinen Oy
36 Rake Oy
37 Oy Stockmann Ab
38 Talous-Osakekauppa
39 Oy Tamro Ab
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5. METHODOLOGY FOR EMPIRICAL INQUIRY

5.1. The General Design

It was found in the preceding literature review (chapter 2) that 
prior time series research of financial statement numbers has been 
devoid of a well-defined theoretical framework to guide the 
empirical research. This state of the art has repeatedly been noted 
in some prior surveys of the area (Ball and Foster, 1982; Watts and 
Zimmerman, 1986) and has also been found to be characteristic of 
other subareas in the domain of empirical research in corporate 
financial reporting (Ball and Foster, 1982, p. 169-170) .

As regards the role of theory, this study makes no exception to the 
state of the art. Besides the tentative theoretical analysis 
presented in chapter 3 above, there is no dynamic theory of the firm 
and of the mechanisms of its financial accounting system that would 
have allowed us to derive conclusive a priori hypotheses of the 
(dis)similarities in the underlying time series processes of accrual 
accounting vis-a-vis cash flow income variables. Consequently, this 
study was performed in a position where the most plausible way to 
increase the knowledge of the role of the accrual accounting system 
was to perform a comparative empirical inquiry into the time series 
behavior of accrual and cash-based income variables.

The inquiry involved the following phases and tests. In the very 
beginning, distribution-free tests with the numbers of turning 
points and difference signs were performed in order to obtain a 
preliminary view of the (dis)similarities in the degree of 
randomness between the variables. Those preliminary tests were 
supplemented by autocorrelation analysis not only because it is the 
principal method for measuring the degree of serial dependence but
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also because it provided the starting point for subsequent model 
identification. Furthermore, autocorrelation analysis gives the 
opportunity to test the descriptive validity of the theoretical 
models for serial correlations derived in chapter 3.

At the second stage, some parsimonious time series models were 
estimated from the data. (The models considered will be briefly 
described in the following section.) The descriptive validity and 
adequacy of the models in the estimation period were then examined 
with some standard statistics.

Finally, the predictive abilities of the estimated models vis-a-vis 
each other were analyzed in a hold-out prediction period not used in 
the estimation of the models. For that purpose, the time series 
data were split into separate estimation and prediction periods as 
follows :

1. Estimation period
1951 - 1975

2. Estimation period
1951 - 1978

3. Estimation period
1951 - 1981

1. Prediction period
1976 - 1978

2. Prediction period
1979 - 1981

3. Prediction period
1982 - 1984

All time series models considered in this study were thus first 
estimated from the 25-year period (1951-75), and the predictive 
ability of the estimated models was then analyzed in the hold-out 
prediction period of three subsequent years (1976-78). The model 
estimation and the predictive ability analysis were then repeated 
twice, appending the preceding prediction period each time to the 
estimation base and taking three subsequent years for a new 
prediction period. It should be noted that this procedure provided
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prediction periods which were non-overlapping not only with the 
corresponding estimation base, but also with each other because each 
time 'fresh' years were taken for prediction purposes.

As is a common practice in the area, predictive ability tests serve 
as a validation method for the estimation results. However, an 
attempt was made in this study to avoid the difficulties usually 
encountered in such tests (viz. the measurement of forecast 
performance in a valid manner) by a careful selection of forecast 
accuracy measures. Also, the predictive ability tests were repeated 
twice with new hold-out data in order to observe the persistence of 
the results.

Before proceeding any further, the following comments on the general 
design of the empirical inquiry should be made.

(i) Since the income variables examined in this study were selected 
from three different levels of an income statement (see the 
preceding chapter), comparisons of the time series patterns could be 
performed not only across the accounting systems (accrual vs. cash 
flow) but also across those levels (net sales, operating income and 
net income levels). It was thus possible to observe what kind of 
effect, if any, the operating, investment and financing flows 
between these levels have on the time series properties income 
variables. In this sense the study provides some evidence of 
different economic determinants in the general omega-model (1-1), 
although the focus is on the role of the accounting factors (ß) in 
order to preserve consistency with the original research objective.

(ii) Furthermore, the time series analysis was performed in this 
study on a purely univariate basis. Multivariate methods (e.g. 
transfer function model building) were not considered here because
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our primary interest was not to search for economic determinants and 
because, at this stage of the research, there were no a priori 
grounds for believing that multivariate modeling of the data would 
have produced better accrual and/or cash income forecasts than 
parsimonious univariate models [1].

(iii) Moreover, prior results obtained from using desaggregated 
data in predicting operating income numbers have indicated that such 
desaggregation may be of little use in improving the resulting 
income forecasts (see Ang, 1979). Therefore, decomposed income 
series were not used in this study; the analysis was instead based 
entirely on the aggregated income variables.

(iv) Since the analysis was restricted to data from Finnish firms, 
it was only possible to examine time series properties of annual 
income variables. This was because interim information such as 
quarterly financial reports is not generally published by Finnish 
firms [2 ] .

(v) Finally, since forecasts by managers or financial analysts for 
the accrual and cash-based income variables were not available from 
public sources it was not possible to compare the performance of the 
time series models with them.
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5.2. The Selection of Competing Time Series Models

At the outset it should be made clear that the time series models 
selected for the study must be considered tentative rather than 
being defined by a well-established theory or prior empirical 
knowledge. Moreover, it should be recognized that the empirical 
phenomena manifested in the time series data are quite obviously far 
too complicated to be captured in their entirety by the models 
listed below. Nevertheless, it was assumed that the selected model 
set provided useful approximations of potential time series patterns 
in the data. By 'usefulness' we mean here that the models allows 
us to observe the degree to which the basic nature of the underlying 
time series processes varies across accounting systems and/or income 
measurement levels.

Three criteria were followed in the selection of the tentative 
models. The first was the principle of parsimony, which implies 
thriftiness in the number of parameters to be estimated for each 
model. Consequently, the model set includes some very simple and 
naive time series models. However, this was regarded as a virtue 
rather than a vice of the study because the performance of naive 
models provide useful benchmarks for measuring the performance of 
more complicated models.

Another criterion for selecting the tentative models was their 
appearance in related studies. Standard models frequently 
encountered in the literature were selected for two reasons: (i) 
standard models were adequate for the present research purposes, and 
(ii) they also enabled us to contrast present findings with those 
of the prior literature.

Finally, the models were selected so that the whole set covered a
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wide range of essentially different stochastic processes in terms of 
autocorrelation and the importance of the most recent income 
observation for future expectations.

The following time series models were an outcome of these criteria :

A. Submartingale Processes :
1. Random Walk (RW)

X(t) = X(t-l) + e(t)
2. Random Walk with Drift (RWWD)

X(t) = X(t-l) + 6 + e(t)

B. Constant Processesi
3. Mean Reverting Process (or White Noise) (MR)

X(t) = ц + e(t)
4. Linear Trend (with noise) (LT)

X(t) = ßO + ßl t + e(t)

C. Autoregressive and Moving Average Processes:
5. Exponentially Weighted Moving Average (EWMA)

X(t) = aX(t-l) + (l-a)E(X(t-l)] + e(t) (5-5)
6. Autoregressive Integrated Moving Average processes (ARIMA)

d
Ф(В)(1-B) X(t) = 00 + 0(B)e(t) (5-6)

where X(t) = a random variable in period t (i.e. an accrual or 
cash-based income variable in year t)

e(t) = an identically and independently distributed 
random (normal) variable with zero mean and 
constant variance: E[e(t)] = 0, Var[e(t)] = a2(e), 
Cov[e(t),e(t-s)] = 0 when s Ф 0

6 = a non-negative constant drift
ц = a constant mean of the process

(5-3)

(5-4)

(5-1)

(5-2)

ßO and ßl = constant parameters
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a = a constant weighting parameter (0 < a < 1)
E = an expectation operator

2 PФ(В) = 1 - Ф1 В - Ф2 В »... - Фр В
(an autoregressive operator of order p in В)

2 qe(В) =1-01 В - 02 В - ... - Øq в
(a moving-average operator of order q in В)

d
00 = a constant defined by Ф(В) ц where ц = E[(l-B) X(t)]

m
В = a back-shift operator defined by В X(t) = X(t-m) 
d = order of differencing of the series {X(t)}

The first two model classes (submartingales and constant processes) 
were selected not only because of their important role in the 
literature but also because they represent two extremes in terms of 
serial dependence and the relevance of the most recent observation 
for future expectations. Both of these model types include variants 
both without (RW and MR) and with a drift term (RWWD and LT). It is 
also evident that the selection of the simple linear trend instead 
of the quadratic or other non-linear model was supported by a visual 
inspection of the data showing that the trend in the data was 
approximately linear rather than non-linear. (The reader should 
recall that the data were restated in a uniform purchasing power of 
money.)

Model #5 (EWMA) was selected because it provided a very simple yet 
flexible compromise for the above extremes. Depending on the value 
of the weighting coefficient, the EWMA-model can take the form of 
the random walk or of the pure mean reverting model, or be an 
average of them. The version of EWMA considered in this study Wa; 
the simplest one not including linear or quadratic trend. The
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exclusion of such versions was due partly to the aim of keeping the 
total number of different models in manageable limits, partly to 
prior empirical findings unequivocally showing that such models are 
not warranted in predicting corporate income numbers (Ball and 
Watts, 1972; Brooks and Buckmaster, 1976, 1980).

The general class of non-seasonal linear AutoRegressive Integrated 
Moving Average (ARIMA) processes (model #6) covers a wide range of 
different time series models depending on the orders (p,d,q). These 
models (sometimes called the Box-Jenkins models) were examined in 
this study because of their popularity in many prior studies of the 
area (see the literature review).

They also provided an extremely flexible way to take into account 
some more complicated processes in addition to those represented by 
the first five models which can be seen as special cases of the 
general ARIMA-class. For example, the ARIMA(0,0,0) process is 
equivalent to the mean reverting process (5-3) because 60 = ц. 
Moreover, ARIMA(0,1,0) can be written (l-B)X(t) = 60 + e(t), which 
is the submartingale with (l-B)X(t) = X(t) - X(t-l) and 60 = 6. 
Furthermore, the EWMA-model (5-5) can be seen as a special case of 
the more general ARIMA(0,1,1) process where 60 = 0 [3].

On the one hand, since submartingales, constant processes and 
exponentially weighted moving averages were separately estimated 
from the data, they were therefore excluded from the ARIMA(p,d,q)- 
class in (5-6). On the other hand, for the sake of parsimony, 
models with p or q higher than 2 were not considered. On the whole, 
for each level of differencing (d), the following eight ARIMA-mode1s 
were thus considered:

1. (0,d,1 ) ; 2. (0,d,2); 3. (l,d,0); 4. (l,d,l); 
5. (l,d,2); 6. (2,d,0); 7. (2,d,l); 8. (2,d,2)
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The selected time series models (5-1) - (5-6) and some of their most 
important statistical properties are summarized in appendix 5-1 of 
this chapter.

5.3. Details of Model Estimation

The details of the procedures employed in the estimation of time 
series models described above are as follows:

For the RWWD model (5-2) the drift parameter 6 was estimated by 
computing the arithmetic mean of annual changes in the income 
variable (c.f. e.g. Albrecht, Lookabill and McKeown, 1977, p. 238 
who also computed the drift in this way).

For the MR model (5-3) the constant mean was estimated by computing 
the arithmetic average of annual income observations.

The parameter values of the LT model (5-4) were obtained by 
regressing annual income observations on time (years) and using the 
standard estimators given by the ordinary least squares method.

For the EWMA model (5-5), the optimal weighting parameter was 
obtained using an enumerative method, i.e. alternative values were 
tried and the value minimizing the sum of squared errors in the 
estimation period was chosen for each income series (see e.g. Ball 
and Watts, 1972, p. 675 who used a similar method in estimating the 
optimal parameters for their EWMAs). In this study, the range of 
parameter values enumerated was from .05 to .95 with steps of .05 
thus giving the total number of 19 alternative values from which the 
optimum was chosen. The reason why the extreme values of .00 and 
1.00 were not considered was that, in fact, they were already taken 
into account by the mean reverting and random walk models,
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respectively.

For the ARIMA models (5-6), a two-stage process was followed for 
their identification and estimation. First, the order of 
differencing (d) was determined by the ordinary method suggested by 
Box and Jenkins (1976, p. 174-175) in which the appropriate degree 
of differencing is assumed to have been achieved when the estimated 
autocorrelation function tends to "die out quickly". Therefore, the 
autocorrelation function was first estimated from each of the 
original series (d = 0), and in the event it did not approach zero 
quickly, the function was re-estimated from the first differences (d 
= l). (As will be seen from the results, orders of differencing 
higher than 1 were not needed in the data to produce stationarity in 
this sense.)

At the second stage, the orders of the autoregressive and moving- 
average parts of the model were determined using an enumerative 
approach rather than the analytic inference suggested by Box and 
Jenkins (1976, chapter 6). The primary reason for this was the 
large number of ARIMA models that had to be identified (39 firms * 7 
income variables per firm * 3 estimation periods = 819 ARIMA 
models). The identification of appropriate models for such a large 
number of time series from estimated autocorrelation and partial 
autocorrelation functions would have been too time consuming and 
would have required a large number of subjective decisions with 
respect to the orders of autoregressive and moving-average parts. 
Furthermore, automated identification algorithms (see e.g. Hopwood, 
1980) were not available for this study.

To avoid these problems and to ensure the reproducability of the 
results, each of the eight ARIMA models below were first estimated
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for each of the 819 time series (the total number of ARIMAs 
estimated in this study was thus over 6500):

1. (0,d,1): Z(t) 00 + e(t) - 61 e(t-l)

2. (0,d,2): Z(t) = 00 + e(t) - 01 e(t-l) - 02 e(t-2)

3. (1,d,0): Z(t) = 00 + Ф1 Z(t-l) + e(t)
4 . (1,d,1): Z(t) = 00 + Ф1 Z(t-l) + e(t) - 01 e(t-l)
5 . (1,d,2) : Z(t) = 00 + Ф1 Z(t-l) + e(t) - 01 e(t-l) - 02 e(t-2)
6. (2,d,0): Z(t) = 00 + Ф1 Z(t-l) + Ф2 Z(t-2) + e(t )
7. ( 2 , d, 1 ) : Z(t) = 00 + Ф1 Z(t-l) + Ф2 Z(t-2) + e(t) - 61 e(t-l)
8. ( 2, d, 2 ) : Z(t) = 00 + Ф1 Z(t-l) + Ф2 Z(t-2)

+ e(t) - ei e(t-l) - 62 e(t-2) 

d
where Z(t) = (1-B) X(t), i.e. the dth order (0 or 1) 

difference of the original variable X(t)

After the above candidates were estimated for each time series [4], 
the optimal models were selected from among them using the Schwarz 
criterion based on the minimization of the following function [5]:

S(p,q) = N log a2(e) + (p+q) log N (5-7)

where N = the number of observations in the time series
a2(e) = the residual variance of the series
p and q = the orders of autoregressive and moving- 

average parts, respectively

As can be seen from the above expression, this selection criterion 
favors a model with a low residual variance and low orders of 
autoregressive and moving-average parts, i.e. a parsimonious model 
with (relatively) high goodness of fit. For comparative purposes, 
the value of the Schwarz criterion was also computed for 
ARIMA(0,0,0) and ARIMA(0,1,0) in order to see the relative
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performance of the MR models (5-3) and RWWD models (5-2),
respectively, in the Schwarz sense.

5.4. Predictive Ability Testa

One major problem in the use of the predictive ability criterion in 
the evaluation of different time series models is the measurement of 
their forecast performance [6]. Theoretically, optimal forecasts 
should be determined by a decision-maker's loss function. This is a 
theoretical concept referring to the loss which the decision is 
assumed to cause when the decision-maker uses a particular
forecasting model under uncertainty. The loss is the difference 
between the return which could be earned if the future value of the
variable being predicted were known with certainty and the actual
return which can be achieved when uncertain forecasts are used as a 
basis for decisions. If the decision-maker is rational, he then
chooses the forecasting model which minimizes the sum of the
expected loss and the direct costs incurred for using that
particular model [7].

Unfortunately, the theoretical loss function is unknown in empirical 
studies, and therefore the forecast performance of different models 
is usually evaluated with some forecast accuracy measures which are 
assumed to be valid surrogates of a decision-maker's loss function
[8]. It can also be argued that in a descriptive study like this, 
the primary interest is not in finding the most appealing forecast 
model for a decision-maker (in fact, this would be the task of a 
purely normative research). According to the present research 
objective, the focus is on finding appropriate characterizations for 
the underlying processes of corporate income variables and, in this 
search, the predictive ability criterion not only allows but even
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requires the use of forecast accuracy measures for forecast 
evaluation [9].

In this study, the forecasts generated by different models were 
evaluated with the following accuracy measures which differ 
significantly from each other with respect to the assumptions 
concerning a decision-maker's (shareholders') loss function. (Note 
that the divergence of the assumptions is desirable because a set of 
measures with different assumptions quite obviously has a greater 
descriptive validity with respect to the unknown theoretical loss 
function than a set of measures with similar assumptions.)

1. Mean Square (Prediction) Errors
n

MSB = (l/n) E {E[X(t)]-X(t)}* (5-8)
t=l

2. Mean Absolute (Prediction) Errors
n

MAE = (l/n) E I E[X(t)]-X(t)I (5-9)
t=l

3. Absolute Sum of Discounted (Prediction) Errorss
n -t

ASDE = I E {E[X(t)]-X(t)} (1+i) J (5-10)
t=l

where E[X(t)]

X(t)

n
i

forecast of the income variable 
for year t, i.e. the expectation 
of the income variable for year t 
conditional on past realizations 
in t-1, t-2, and on the time
series model in question
actual value of the income variable 
in year t
length of the forecasting horizon 
discount rate (lOOi % p.a.)
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The first measure (MSB) was selected because of its widespread use 
in the literature and because it has been found to be the most 
attractive error measure among academicians as well as practioners
[10]. Furthermore, the use of the MSB criterion is consistent with 
the estimation methods based on the minimization of residual 
variance also used in this study.

While the mean square error assumes that the loss function is a 
quadratic function of the error size for the individual year, the 
mean absolute error (MAE) (also selected because of its popularity 
and wide-spread use) assumes linearity [11]. Despite this essential 
difference, both measures are similar in the sense that they assume 
indifference with respect to the sign of the individual forecast 
error.

The third measure (ASDE) was especially designed for the present 
study because it complemented the assumptions of the above measures 
in two important ways. Firstly, because it sums individual forecast 
errors over years, errors of opposite signs are allowed to cancel 
each other out. Secondly, due to the discount operation included in 
the formula, forecast errors have different weights according to the 
year they occur. It was assumed that these properties of ASDE 
justified its use in this study because they make it a valid 
criterion in a valuation context where, depending on the discount 
rate employed, forecast errors in the distant future are less 
important and have a smaller impact on the bias of the firm's value 
than errors of the more immediate future.

Also, the allowance for different signs of individual errors was 
consistent with any valuation convention where the sign of the 
amount being discounted is far from being irrelevant. However, it
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should be noted that when taking the absolute value of the sum of 
discounted errors, it was assumed that the decision maker's 
(shareholders') loss function is symmetric with respect to the sign 
of the sum.

A discount rate of 5 % p.a. was employed in computing ASDE. This 
was a purely subjective selection after taking into account that 
inflation had been eliminated from the data (see section 4.3.) and 
that in the relevant time period (1976-84) the average real return 
on shares listed at the Helsinki Stock Exchange was only about 2.1 % 
p.a.. It is also worthwhile to note that the model ranking given by 
the ASDE has previously been found to be rather robust with respect 
to the size of i (Kinnunen, 1984, p. 54).

With respect to the length of forecast horizon (n), the error 
measures were computed separately over one, two and three years in 
order to see the effect of the horizon length on the predictive 
ability results. Of course, since the results of forecasts for one 
year ahead are identical across all error measures (i.e. the ranking 
of the time series models with respect to their forecast accuracy is 
independent of the error measure used), predictive ability analysis 
was performed using only one error measure on this horizon.

As can be seen, the selected error measures do not scale the error 
size to the firm's size. However, this did not prevent their use in 
the study, because each measure was separately computed for each 
sample firm, after which rank orders were assigned to each time 
series model according to their relative forecasting ability within 
that particular firm. Because the error measures were not averaged 
cross-sectionally at any stage, there was no need for scaling the 
forecasting errors to the size of the firm. The obvious advantage
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of this was that the notorious problems relating to the use of 
relative error measures (such as mean percentage error and its 
derivatives) could be avoided [12].

To complete this section, a few words should be said about the 
statistical tests used in the predictive ability analysis. 
Unfortunately, it must be recognized that, strictly speaking, the 
distributional properties of the error measures are unknown which 
makes the use of more powerful parametric tests unjustified. Of 
course, the distributional assumptions (normality) underlying such 
tests could have been analyzed, but since the outcome of that 
analysis would have been unpredictable (it might have turned out 
that the null hypothesis of normality should have been rejected), it 
was decided not to perform such an exercise.

Therefore, the non-parametric Friedman two-way analysis of variance 
was selected as the principal method of statistical analysis for the 
predictive ability tests. Based on ranks, this method has very 
loose requirements with respect to the properties of the data. In 
fact, the only assumption is that the measurements are made at least 
in an ordinal scale, which was certainly true with the selected 
accuracy measures. Furthermore, the Friedman analysis of variance 
has previously been used in several prior studies in the area (e.g. 
Brown and Rozeff, 1978; Chant, 1980 and many others, see the 
technical appendix 2-1 to chapter 2).

By the same reasoning, the Binomial test (or the Sign test) and the 
Spearman rank correlation analysis, respectively, were used for 
pairwise comparisons of the time series models and for the analysis 
of the persistence in relative predictive abilities over time.



NOTES TO CHAPTER 5:

[1] For a brief discussion on the pros and cons of multivariate 
model building, see Manegold (1981). He tested bivariate transfer 
function models against univariate models on earnings before tax 
with somewhat discouraging results in the predictive ability of the 
former. For a thorough discussion on transfer function model 
building, see Box and Jenkins (1976, part III).
[2] This is true of most Finnish companies. The exceptions include 
banks which do disclose interim (monthly) financial reports, but 
because our analysis was restricted to industrial and commercial 
firms, they were not used in this study.
[3] This can be seen as follows. Assuming ARIMA(0,1,1,) with 60 = 0, 
we have the model (1-B) X(t) = (1-61) e(t), which by definition of В 
can as well be written: X(t) = X(t-l) + e(t) - 61 e(t-l). Taking 
expectation yields E[X(t)] = X(t-l) - 61 e(t-l). Since e(t-l) = X(t- 
1) - E[X(t-1 ) ], then E[X(t)] = X(t-l) - 61 {X(t-l) - B[X(t-l)]} = 
(1-61) X(t-l) + 61 E[X(t-l)], which is equal to the expectation of 
the EWMA-process with a = 1-61, see 5-5.
[4] The model estimation was performed with a PC version of RATS 
(Regression Analysis of Time Series). This program uses the so- 
called Gauss-Newton algorithm in the determination of final 
parameter estimates of an ARIMA model.
[5] This selection criterion is originally based on Schwarz (1978). 
For a comprehensive survey of different methods and criteria for 
determining the order of an ARIMA process, see Gooijer et al. 
(1985). It can be noted that the Schwarz criterion used in this 
study is virtually identical to the Akaike Information Criterion 
(AIC) tested by Dharan (1983b). Using quarterly earnings series from 
30 firms he found that the AIC criterion "produced the same sample­
wide earnings models as reported by researchers using the iterative 
Box-Jenkins procedure" (ibid., p. 269). See also Hopwood (1980b) for 
a test of an automated identification algorithm for ARIMA modeling.
[6] See Beaver, Kennelly and Voss (1968) for a discussion of the 
background of the predictive ability criterion in an accounting 
context.
[7] For a closer theoretical discussion on forecast evaluation, see 
Demski and Feltman (1972).
[8] In fact, what is assumed is that the ranking of various time 
series models by accuracy measures is identical to the ranking by 
the loss function. Furthermore, the ignorance of the direct costs 
associated with the use of different time series models implies that 
they are equal and hence irrelevant. Quite obviously, the 
assumption of equal costs between different models is far from 
reality. For example, the costs associated with the use of the pure 
random walk model with no computational efforts are certainly lower 
than the costs associated in the identification, estimation and 
forecasting of ARIMA models.
[9] Note that the predictive ability criterion as used here makes 
disregard of the costs associated with the use of different time 
series models more justified.
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[10] See the survey results by Carbone and Armstrong (1982), who 
found that the MSB was considered by far the most attractive error 
measure among researchers as well as practioners. Moreover, it was 
found that accuracy, in general, was regarded as the most important 
criterion in selecting forecasting methods, whereas other criteria 
(e.g. ease of interpretation, cost/time, capture of turning points, 
robustness, universatility etc.) were found to be less important.
[11] Note that accuracy measures are used in empirical studies as 
surrogates for a theoretical loss function. Therefore, in so far as 
an accuracy metric is a (non)linear function of individual year's 
forecasting error, it must be assumed that the loss function is also 
(non)linear with respect to that error size.
[12] Typically, two problems relate to the use of relative 
forecasting errors where errors of individual years are divided by 
the actual value of the predicted variable. The problems arise when 
the denominator is either negative and/or near zero. Prior studies 
have treated these problems by taking absolute values or squares of 
the original ratios and by imposing a truncation rule for the 
outliers (see e.g. Brown and Niederhoffer, 1968; Brown and Rozeff, 
1979; Chant, 1980; Kinnunen, 1984).
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APPENDIX 5-1: Summary of the Selected Time Series Models and 
Some of Their Properties.

(For discussions of these processes, see e.g. Beaver (1970); Ball 
and Watts (1972) ; Lookabill (1976) ; Foster (1986, pp. 230-234); 
Lorek, Kee and Vass (1981); and Watts and Zimmerman (1986, chapter 
6).)

Submartinqale Processes
Under a submartingale process, the expected value of random 
variable X in period t (t = 1, 2, ...) is

E[X(t)IX(0),...,X(t-1)] £ X(t-l) (A5-1)

Thus, the following model can be characterized as a submartingale :

X(t) = X(t-l) + 6 + e(t) (A5-2)

where 6 = a non-negative drift term (6 i 0)
e(t) = a random variable with zero mean and constant 

variance: E[e(t)] = 0 and Var[e(t)] = o2 (e)

A martingale process is a special case of the more general 
submartingale when 6 = 0. Consequently, a martingale is the 
following expression

X(t) = X(t-l) + e(t) (A5-3)

and its conditional expectation is

E[X(t)[X(0),...,X(t-1)] = X(t-l) (A5-4)

Now, if the restrictive assumption is imposed on the random 
variables e(t-l), e(t), e(t+l), ...) that they are iid
(identically and independently distributed so that Cov[e(t),e(t-s)] 
= 0 when s is non-zero), then, strictly speaking, model (A5-3) is a 
random walk (RW) and model (A5-2) a random walk with drift (RWWD).
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Assume that we have a RWWD and that the initial value of the process 
is X(0) = 6 + e(0) . Expression (A5-2) can then be written

t
X(t) = (t+1)6 + E e(j)

j-o
(A5-5)

From (A5-5) wé note that the expected value and variance of X(t) 
are

(A5-6) 
(A5-7)

E[X(t)] = (t+1)6 
Var[X(t)] = (t+1) 62(e)

which imply that both the expectation and the variance of the 
submartingale process increase over time, i.e. the process is non­
stationary.

It is very important to note that under the pure random walk process 
(6 =0) the autocorrelation coefficient at lag one of differenced 
series is zero because the corresponding autocovariance reduces to 
zero s

Cov{[X(t+1)-X(t)],(X(t)-X(t-l))} 
Cov[e(t+l),e(t)] = 0 (A5-8)

Mean Reverting Process (or White Noise)

A pure mean reverting process is the following

X(t) = ц + e(t) (A5-9)

where ц = a constant mean of the process
(e(t) as above)
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Now, in contrast with the preceding submartingale, the expectation 
as well as the variance of the mean reverting process are constant 
and independent of time, i.e. the process is stationary:

E[X(t) |X(0), . . . ,X(t-l) ] = (i (A5-10)
Var[X(t)] = o2(e) (A5-11)

Also, the autocovariance and the autocorrelation coefficient differ 
from those of the submartingale process. Zero autocovariance and 
autocorrelations are obtained for original (non-differenced) series 
at all lags, whereas for the first order differenced series they are 
non-zero at lag one:

Cov{[X(t+1)-X(t)],[X(t)-X(t — 1)]} =
Cov{[e(t+1)-e(t)],[e(t)-e(t-1)]} =
E{[e(t+1)-e(t)][e(t)-e(t-1)]} =
- E[e(t)2] = - a2(e) (A5-12)

=> R{[X(t+1)-X(t)],[X(t)-X(t-1)]} =
- CT2(e)/Var[X(t+l)-X(t)] =
- a2(e)/Var[e(t+l)-e(t)] =
- o2(e) / 2o2(e) = - 1/2 (A5-13)

It must be emphasized that an essential difference between the 
submartingale and the mean reverting processes lies in the weight 
given to the most recent observation in forming future expectations. 
While in the case of the mean reverting process, the most recent 
observation X(t-l) has virtually no importance for the expectation 
of X ( t ), the random walk model, for example, relies entirely on X(t- 
1) in forming the expectation of X(t).
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Linear Trend (with noise)

A simple linear trend model

X(t) = ßO + ßl t + e(t) (A5-14)

where ßO and ßl = constant parameters 
(e(t) as above)

is very similar to the mean reverting model above in that its 
autocorrelations (at lag one) for the original series and for the 
first differences are 0 and -1/2, respectively, as shown below.

For the original (undifferenced) series we have

Cov[X(t+l),X(t)] = Cov{[ßO+ßl(t+l)+e(t+l)],(ßO+ßl(t)+e(t)]> =
E{(ßO+ßl(t+1)+e(t+1)-ßO-ßl(t+1)] [ßO+ßl(t)+e(t)-ßO-ßl(t)]} = 
E[e(t+1 ) e(t)] = 0, => R[X(t+l),X(t)] - 0 (A5-15)

while for the first differences we obtain

Cov{[X(t+l)-X(t)],[X(t)-X(t-l)]} =
Cov{[ßO+ßl(t+l)+e(t+l)-ßO-ßl(t)-e(t)], 

(ßO+ßl(t)+e(t)-ßO-ßl(t-l)-e(t-l)]>
Cov{[e(t+l)-e(t)+ßl],(e(t)-e(t-l)+ßl]>
E{[e(t+1)-e(t)] (e(t)-e(t-l)]> =
- E[e(t)*] = -o*(e)

Var[X(t+l)-X(t)] = Var[e(t+1)-e(t)+ßl] =
Var[e(t+1)] + Var[e(t)] = 2o2(e) (A5-17)

(A5-16)

=> R{[X(t+l)-X(t)],[X(t)-X(t-l)]>
-o2(e)/2o2(e) = - 1/2 (A5-18)
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Exponentially Weighted Moving Average

Under this process, the value of X in period t can be expressed 
(c.f. e.g. Brooks and Buckmaster, 1976, p. 1372):

X(t) = aX(t-l) + (l-a)E[X(t-l)] + e(t) (A5-19)

where a = a constant weighting factor (0 < a < 1)
(e(t) as above)

The expectation of this process is:

E[X(t)] = aX(t-l) + (1-a)E[X(t—1)]
= aX(t-l) + (l-a)aX(t-2) + (1-a)2aX(t-3) + ... (A5-20)

that is, the expectation is a weighted average of the most recent 
realization and its expectation, or an weighted average of all past 
realizations. As the weighting coefficient a approaches unity, the 
EWMA-process in (A5-19) approaches the random walk process with all 
its characteristics (e.g. the expectation becomes dependent solely 
of the most recent realization), and conversely, as a approaches 
zero, the process becomes more like the mean reverting process with 
a constant expectation.

ARIMA Processes

As explained in the body of the text, the general class of non- 
seasonal ARIMA processes

d
Ф(В)(1-B) X(t) = 00 + e(B)e(t) (A5-21)
(for notation, see formula 5-6 in the body 
of the text)

covers a wide range of different time series models depending on the
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orders of the parameters (p,d,q). Box and Jenkins (1976) suggest 
the building of ARIMA models in a four-stage process consisting of
(i) model identification, (ii) parameter estimation, (iii) 
diagnostic checking, and (iv) forecasting. The Box-Jenkins approach 
has been widely applied in many prior studies (see the literature 
review) so that it can almost be regarded as an 'industry standard' 
method for univariate time series analysis and forecasting of 
accounting data. The details of the approach have also been well 
documented elsewhere so that there is no need to repeat them here. 
(For brief summaries, see e.g. Mabert and Radcliffe (1974); Foster 
(1986, pp. 234-238); Makridakis and Wheelwright (1978); and Leskinen 
(1977). For more detailed and comprehensive presentations, see Box 
and Jenkins (1976); Nelson (1973); and Anderson (1976).)
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6. EMPIRICAL RESULTS

This chapter reports in detail the results of the empirical time 
series analysis of the data. The first section (6.1.) presents the 
findings from the distribution-free tests of randomness and from the 
autocorrelation analysis. Thereafter, the dependences in the degree 
of randomness are examined across firms, and the descriptive 
validity of the theoretical models for autocorrelations derived in 
chapter 3 are tested (section 6.2.). In the following section (6.3.) 
the results obtained from some simple tests of stationarity are 
presented. The estimation and predictive ability results of the 
competing time series models are presented and discussed in sections
6.4. and 6.5., respectively. Finally, the chapter is concluded with 
a summary of main empirical findings (section 6.6.).

6.1. Tests of Randomness

The first test of randomness concerned the number of turning points 
in the data. By definition, a turning point in a time series 
occurs whenever X(t-l) < X(t) > X(t+1), or X(t-l) > X(t) < X(t+1).

It can be shown (Kendall, 1973, pp. 22-24 ) that if a series with N 
observations is random, the expected value and the variance of the 
number of turning points (p) are:

E(p) = (N-2)*2/3 (6-1) 
Var(p) = (16N-29)/90 (6-2)

Using a normal approximation, the observed value of p can be tested 
against its expected value in the normal distribution with the 
standard deviation V[Var(p)]. If the observed number of turning 
points is greater than expected under the null hypothesis of 
randomness, then the series fluctuates rapidly in a manner which is
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not due to mere chance and, conversely, if the expected number of 
turning points is greater than observed, then successive 
observations in the series are positively correlated.

For each of the examined variables, the cross-sectional 
distributions of the standardized numbers of turning points and the 
numbers of firms where the null hypothesis of randomness could be 
rejected appear in table 6-1A.

Another test of randomness similar to the one described above is the 
difference-sign test where the number of positive differences in the 
series is counted. By definition, a positive difference occurs 
whenever X(t+1) > X(t). Because there are N-l differences in a 
series of N observations, then, if the series is random, the 
expectation and the variance of the number (c) of positive 
differences are (Kendall, 1973, p. 26):

E(c) = (N-l)/2 (6-3) 
Var(c) = (N+l)/12 (6-4)

Again, using a normal approximation, the observed value of c can be 
tested against its expectation in the normal distribution with the 
standard deviation /[Var(c)J. It should be noted that the 
difference-sign test of randomness is useless for oscillatory series 
with c approximately N/2, and that this test has been advocated as a 
test against linear trend (ibid., p. 26).

The results from the tests of the difference-sign are presented in
table 6-1B below.
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TABLE 6-lA: Results from the Tests of the Numbers of Turning Points 

a) Distributions of the Standardized Numbers of Turning Points
Variable s

(n = 39) ASA AO I ANI CSA COI CNIA CNIB

1. quart. 
Median
3. quart.

-4.320
-3.484
-2.648

-3.066 
-1.812 
-1.393

-3.484
-2.230
-1.393

-3.902
-3.066
-1.812

-0.975
-0.139
0.697

-0.557
-0.139
0.697

-1.393
-0.557
-0.139

Mean
Std. dev.

-3.558
1.216

-2.023
1.194

-2.100
1.254

-2.851
1.650

0.013
1.083

-0.008
1.017

-0.747
0.899

b) Numbers of Firms where HO : The Series Fluctuates Randomly 
Could Be Rejected (n = 39)

Signifie. Variables
Level a ASA AO I ANI CSA COI CNIA CNIB

. 10 38 25 28 31 3 3 3

.05 38 19 21 28 1 1 2

.01 33 15 16 26 0 1 1

.001 21 5 10 16 0 0 0

TABLE 6-lBs Results from the Tests of the Difference-Sign

a) Distributions of the Standardized Numbers of Posit. Differences
Variables

(n = 39) ASA AO I ANI CSA COI CNIA CNIB
1. quart. 
Median
3. quart.

2.049
3.806
4.977

0.878
2.049
2.635

-0.293
0.878
2.049

1.464
2.635
4.392

-0.293
0.293
0.905

-0.878
-0.293
0.878

-0.293
0.293
0.878

Mean
Std. dev.

3.269
2.528

2.006
1.205

0.849
1.525

2.863
2.060

0.436
1.242

-0.052
1.192

0.248
0.843

b) Numbers of Firms where HO s The Series Fluctuates Randomly 
Could Be Rejected (n = 39)

Signifie. Variables
Level a ASA AOI ANI CSA COI CNIA CNIB

.10 32 22 11 28 5 2 1

.05 32 22 11 28 5 2 1

.01 28 12 6 20 4 1 0

.001 21 6 2 15 0 0 0
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The cross-sectional distributions of the standardized numbers of 
turning points (panel a of table б-IA) indicate that, in the 
majority of firms, the observed number of turning points is smaller 
than can be expected under the null hypothesis of randomness (see 
the negative signs). As noted above, this implies some tendency 
towards positive serial correlation in the data rather than to a 
rapid non-random fluctuation. The distributions also indicate that 
the standardized numbers of turning points are most negative in the 
two sales variables ASA and CSA (see e.g. the medians), whereas in 
the other variables the number of turning points is closer to its 
expectation under randomness.

The variation of the numbers of turning points across firms is 
largest for CSA (see the estimated standard deviation) indicating 
firm-specific differences in the degree of randomness in the 
behavior of this variable. For the other variables, the cross- 
sectional variation in the degree of randomness is much smaller and 
closer to the theoretical standard deviation (of course, it equals 
unity for standardized variables).

Pairwise comparisons of the mean and median numbers of turning 
points in the accrual-based variables with their cash-based 
counterparts also reveal that the numbers of turning points for ASA, 
AOI and ANI are consistently smaller (more negative) than for CSA, 
COI, CNIA or CNIB, respectively. The conclusion from this would be 
that, on average, the accrual-based variables tend to behave in a 
less random manner than their cash-based counterparts.

The results from the turning point tests reported in the lower 
panel (b) of table б-IA show that e.g. at the 5 % level of 
significance the null hypothesis of randomness could be rejected in 
virtually all of the sample firms (38 out of 39) for ASA, in a vast
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majority of firms (28 or 71.8 %) for its cash-counterpart CSA, and 
approximately one half of the firms for the other accrual variables, 
AOI and ANI. However, the test results for their cash-based 
counterparts COI, CNIA and CNIB are in sharp contrasts with a few 
exceptions (3 firms or 7.7 %), the null hypothesis of randomness 
could not be rejected even at 10 % level of significance.

The main findings from the analysis of the numbers of positive 
differences (table 6-1B) fall well in line with those of the above 
analysis of turning points. For most variables, the distributions 
indicate a tendency towards positive signs implying that more 
positive differences are present in the time series data than can be 
expected under randomness. Quite obviously, this is due to a 
positive (linear) trend which some of the variables (especially ASA 
and CSA) contain, a phenomenon that was already noticed in the 
preceding visual inspection (table 4-3) and which is also consistent 
with the tendency towards positive serial correlation revealed by 
the numbers of turning points.

The results given by the pairwise comparisons of the accrual-based 
income variables with their cash-based counterparts are similar for 
both the numbers of positive differences and for the numbers of 
turning points. In all of the comparisons (see e.g. the mean and 
median results in panel a of table 6-1B) it seems clear that the 
accrual-basis generates income variables which tend to behave in a 
legs random manner than their cash-based counterparts.

As regards the cross-sectional differences in the randomness, the 
estimated standard deviations show that the two sales variables ASA 
and CSA contain much more firm-specific differences than the other 
variables, where the estimates are closer to the theoretical value
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of unity. Compared with the above analysis of turning points, the 
ASA variable now exhibits more firm-specific variation in the degree 
of randomness.

On the whole, the lower panel (b) of table 6-1B gives results 
similar to the tests of the turning points. In a large number of 
firms the null hypothesis of randomness can be rejected for all the 
accrual-based variables ASA, AOI and ANI as well as for cash sales 
CSA, whereas the rejection of the null is the exception rather than 
the rule for the cash-based variables COI, CNIA and CNIB. For ANI, 
however, compared with the results from turning points, the number 
of firms where the null can be rejected with the difference-sign 
test is much smaller. Nevertheless, the broad tenor of the results 
is the same in the two tests.

In addition to the cross-sectional analysis above, the degree of 
randomness in the accrual vs. cash-based variables was further 
examined in individual firms by examining the numbers of firms where 
the deviation from randomness was larger in the accrual variables 
than in their cash-based counterparts. The absolute differences of 
the observed numbers of turning points and positive differences from 
their expectations under complete randomness (expressions 6-1 and 6- 
3) were used as measures for the deviation from randomness. The 
results from each of the four comparisons appear in table 6-2 below.
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TABLE 6-2 : Pairwise Comparisons of the Numbers of Turning Points
(Panel A) and Positive Differences (Panel B) in Accrual 
vs. Cash-based Time Series in Individual Firms

A) Comparisons of the Numbers of Turning Points

Number (percentage) of firms where:

Variables
compared

1A(p)-E(p)1 
>

|C(p)-E(p)1
IA(p)-E(p)1
|C(p)-E(p)|

|a(p)-e(P)I
|C(p)-E(p)1 a

ASA vs. CSA 23 (59.0%) 7 (17.9%) 9 (23.1%) .003
AOI vs. COI 30 (76.9%) 8 (20.5%) 1 (2.6%) <.001
ANI vs. CNIA 32 (82.1%) 5 (12.8%) 2 (5.1%) <.001
ANI vs. CNIB 30 (76.9%) 5 (12.8%) 4 (10.3%) <.001
Legend : A(p) =

C(P) =
E(P) -
a =

observed number of turning points in the time 
series of the accrual-based variable 
observed number of turning points in the time 
series of the cash-based variable 
expected number of turning points under 
randomness
significance level for the rejection of HO: 
accounting system has no systematic effect 
on the degree of deviation from randomness

B) Comparisons of the Numbers of Positive Differences

Number (percentage) of firms where:
|A(c)-E(c)| IA(c)-E(c)I !A(c)-E(c)I

Variables
compared |C(c)-E(c)1 |C(c)-E(c)J |C(c)-E(c)l a
ASA vs. CSA
AOI vs. COI
ANI vs. CNIA 
ANI vs. CNIB

22 (56.4%)
25 (64.1%)
21 (53.8%)
23 (59.0%)

10 (25.6%)
8 (20.5%)

10 (25.6%)
9 (23.1%)

7 (17.9%)
6 (15.4%)
8 (20.5%)
7 (17.9%)

.025

.002

.035

.010
Legend : A(c) = observed number of positive differences in the 

time series of the accrual-based variable 
C(c) = observed number of positive differences in the 

time series of the cash-based variable 
E(c) = expected number of positive differences 

under randomness 
a = (see legend in panel A)
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On the whole, the findings from individual firms support the results 
from cross-sectional analysis presented above. In the analysis of 
turning points, panel A of table 6-2 indicates that the number of 
firms where the degree of deviation from randomness was higher in 
the accrual-based variable than in the corresponding cash flow, was 
much larger than the number of firms in which the opposite occurred. 
For example, in 23 firms (59.0 %) the deviation of the observed 
number of turning points from its expectation was larger in accrual 
sales (ASA) than in cash sales (CSA). Only 7 firms (17.9 %) showed 
the opposite, while in 9 firms (23.1 %) no difference could be found 
( see the first line in panel A of table 6-2).

Similar results were obtained across all other pairwise comparisons 
between the two accounting systems ; in the vast majority of firms 
accrual operating income (AOI) as well as the accrual net income 
(ANI) behaved in a less random manner than their cash-based 
counterparts. Using the sign test based on the binomial distribution 
(Siegel, 1956, pp. 68-75), the differences between the numbers of 
firms in the two groups appeared to be very significant (see the 
column on the far right in panel A of table 6-2).

The test results with the numbers of positive differences (panel B) 
were consistent with those of turning points. Deviations from 
randomness were found to be larger in accrual variables than in 
their cash-based counterparts in the majority of firms across all 
four comparisons, although the difference in the numbers of firms in 
the two groups were not quite as large as in panel A. Nevertheless, 
the differences were found to be significant in all comparisons (see 
the column on the far right in panel B).

As the third and final test of randomness, an autocorrelation 
analysis was performed on the time series data. In brief, the
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autocorrelation coefficient r(k) at lag к for a stationary time 
series is given by (see e.g. Kendall, 1973, p. 69; Nelson, 1973, pp.
23-27; Makridakis, 1974a, pp. 16-17; Anderson, 1976, p. 6; Box and

Jenkins, 1976, pp. 26-28):

r(k) = c(k)/c(0) (6-5)

where c(k) = autocovariance of 
at lag k (k = il

the series 
, 12, •••)

c(0) ~ autocovariance at 
i.e. the variance

lag 0,
of the series

For a completely random series, the expected value of r(k) is zero 
and its variance is approximately (see e.g. Box and Jenkins, 1976, 
p. 35):

Var[r(k)] ■ 1/N (6-6)

The null hypothesis of randomness can therefore be tested by 
examining the observed values of r(k) at various lags against its 
normal expectation of zero and standard deviation l/VN under 
complete randomness.

Autocorrelations at the first six lags [1] were estimated from the 
time series data in the following forms : (i) levels of the original 
variables, (ii) detrended variables obtained from regressing the 
original variables on time, and (iii) first differences of the 
original variables.

Consideration of the levels of the original variables was evident 
not only because of our interest in the behavior of the original 
variables as such, but also because it was a logical extension of 
the above distribution-free tests of randomness where the data was 
analyzed in the levels form.
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The detrended series were analyzed primarily because the results 
from the above tests of randomness (and the visual inspection) 
suggested that the variables (especially the sales variables) 
contained trends. In such cases the autocorrelations estimated from 
the levels of the original variables would be obscure because the 
estimation of autocorrelation (expression 6-5) is based on the 
assumption that the series is stationary.

Finally, the autocorrelations from the first differences of the 
original variables were estimated primarily for the following 
reasons. First, it gave us the opportunity to compare the 
theoretical autocorrelations of some of the competing models (e.g. 
submartingales and mean reverting models) with the empirical 
estimates in order to see which of the models might be the best (or 
least bad) approximation of the underlying stochastic process. The 
second reason relating to the former was that the autocorrelation 
function estimated from the first differences also enabled us to see 
whether first order differencing sufficed to eliminate the trend 
from the series as evidenced by the dampening of the autocorrelation 
function.

At this point it should also be noted that autocorrelations 
estimated from the first differences of the original variables are 
equal to the autocorrelations of the first differences of the 
residuals obtained from regressing the original variables on time. 
Therefore, the estimation of the latter autocorrelations was 
unnecessary [2]. Cross-sectional results from the autocorrelation 
analysis are presented separately for each of the variables in 
tables 6-3A through 6-3G below.
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TABLE 6-ЗАs Distributions of Estimated Autocorrelations
for Accrual Sales (ASA)

Lag k:
(n = 39) 1 2 3 4 5 61------
a) Original s aries s
1. quartile .828 .686 .574 .507 .406 .280
Median .893 .794 .699 .605 .527 .450
3. quartile .903 .812 .731 .646 .568 .477
Mean .856 .738 .641 .553 .472 .390
Std• dev. .093 .130 .144 .141 .136 .130
a = . 10 39 39 37 38 33 29

= .01 38 37 36 33 26 22
b) Detrended iseriesi
1. quartile .483 .125 -.072 -.124 -.101 -.111
Median .615 .313 .144 .133 .054 -.036
3. quartile .766 .564 .359 .309 .174 .097
Mean .606 .323 .156 .078 .026 -.026
Std. dev. .181 .258 .276 .243 .201 .152
a = .10 36 21 14 14 7 2

= .01 32 15 7 1 2 0
c) Differencec 1 series
1. quartile -.197 -.223 -.258 -.126 -.103 -.075
Median -.038 -.135 -.112 -.023 .005 .065
3. quartile . 127 -.019 .049 .079 .195 .166
Mean -.036 -.102 -.086 -.028 .021 .041
Std. dev. .210 .184 .211 .161 . 211 .183

ot = .10 10 6 9 2 9 4
= .01 0 0 1 2 0 0

(The bottom section of each panel in the table shows the
number of firms where HO : r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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The distributions of the estimated autocorrelations for the levels 
of ASA show that the autocorrelation functions fail to die out at 
the first six lags in most firms (see the quartiles in panel a). It 
can also be seen that in the vast majority of firms, the individual 
autocorrelations were significant; even at lag 6 significant 
coefficients were found in 22 firms (56.4 %) at the 1 % level. In 
all, the results for the original ASA series fall well in line with 
the above tests of turning points thereby showing serial dependence 
in the ASA series.

Panel b in the table shows that the elimination of linear trend from 
the series results in a substantial decrease in the estimated auto­
correlations at lags 2-6, while the decrease is not so large at the 
first lag (see e.g. the medians). Thus, the autocorrelation 
functions now seem to die out fairly quickly. However, the variation 
of autocorrelations across firms (see the standard deviations) is 
relatively high; therefore individual autocorrelations remain 
significant in a number of firms after the first lag.

Differencing the original ASA-variable (panel c) leads to 
autocorrelations which lie around zero at all lags (see e.g. the 
medians). Also, the number of firms where significant 
autocorrelations could be found is not very large. On the whole, 
the results from the differenced series suggest that the behavior of 
ASA in many of the sample firms might not be far from a 
submartingale. This is supported by the results from the original 
and detrended series showing significant positive autocorrelation at 
the first lag. To put these findings in perspective, it can be 
stated that they are not at all inconsistent with the results from 
some prior studies (e.g. Kodde and Schreuder, 1984), suggesting that 
corporate sales may behave like a random walk with drift.
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TABLE 6-3B: Distributions of Estimated Autocorrelations
for Accrual Operating Income (AOI)

Lag k:

(n =39) 1 2 3 4 5 6
—

a) Original s<
—

sriesi
1. quartile .562 .305 .243 .194 .196 .175
Median .708 .494 .430 .388 .353 .250
3. quartile .825 .723 .600 .494 .458 .364

Mean .670 .481 .392 .333 .306 .234
Std. dev. .186 . 251 .269 .220 .176 .167

a = . 10 37 31 26 25 23 18
= .01 33 24 19 15 11 1

b) Detrended ! leries :
1. quartile .204 -.062 -.187 -.106 -.035 -.061
Median .429 .126 .021 .007 .074 .029
3. quartile .602 .301 .325 .165 .163 .111
Mean .413 .123 .054 .019 .064 .022
Std. dev. .242 .302 .293 .216 .161 .151
a = . 10 27 14 13 6 5 2

= .01 18 8 4 2 0 1
c) Differencec 1 series
1. quartile -.341 -.337 -.223 -.167 -.069 -.087
Median -.183 -.193 -.095 -.066 .086 .073
3. quartile -.058 .012 .092 .127 .254 .166
Mean -.191 -.158 -.059 -.038 .058 .059
Std. dev. .202 .230 .263 .218 .214 . 177
a = .10 13 14 11 5 11 3

= .01 6 4 5 2 0 1

(The bottom section of each panel in the table shows the
number of firms where HOs r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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The broad tenor of the results for the AOI variable is similar to 
that of ASA presented above. The distributions of the estimated 
autocorrelations from the original series (panel a) show that the 
autocorrelation functions for most firms vanish very slowly, while 
only a little autocorrelation could be found from the detrended 
series after the first lag (panel b). Also, the number of firms 
where significant autocorrelations were estimated was large for the 
original variable, whereas it was much smaller in the detrended 
series at lags other than one.

It should be noted, however, that the degree of autocorrelation in 
the AOI series is generally somewhat lower than it was in the ASA 
series. At lag one for example, the median autocorrelations in the 
original and detrended AOI-series are approximately .7 and .4, while 
they were around .9 and .6 for ASA, respectively.

As regards the differenced series (panel c), the distributions of 
estimated autocorrelations lie around zero except at lag one, where 
a marginal tendency towards negative serial dependence can be found, 
(see the signs which are negative at all quartiles). Nevertheless, 
it was not significant in a majority of firms.

As a tentative conclusion, the underlying mechanism describing the 
behavior of accrual operating income numbers over time may be very 
similar to the model for accrual sales. In other words, a random 
walk presumably with a positive drift might well be a good 
approximation of the underlying stochastic process.
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TABLE 6-3C: Distributions of Estimated Autocorrelations
for Accrual Net Income (ANI)

Lag k s
(П = 39) 1 2 3 4 5 6
—

a) Original s<
1. quartile

—

ariess
.296 .116 -.017 -.061 -.042 -.070

Median .569 .266 .154 .161 .084 .110
3. quartile .712 .571 .459 .359 .283 .251
Mean .485 .302 .199 .142 .116 .083
Std. dev. .273 .269 .267 .243 .203 .209
a = .10 31 19 16 12 10 7

= .01 23 15 11 5 2 0
b) Detrended :
1. quartile

series !
.112 -.067 -.124 -.115 -.171 -.218

Median .328 .174 .008 -.055 -.070 -.049
3. quartile .556 .276 .182 .113 .054 .069
Mean .337 .128 .033 -.028 -.064 -.080
Std. dev. .264 .231 .216 .169 .152 .185
a = .10 25 10 9 3 3 7

= .01 16 3 2 1 0 1
c) Differencec
1. quartile

1 series
-.428 -.277 -.153 -.110 -.122 -.105

Median -.203 -.103 -.019 -.020 .041 .003
3. quartile -.080 .083 .091 .078 .130 .167
Mean -.224 -.084 -.003 -.007 .001 .017
Std. dev. .234 .210 .205 .153 .163 .176
a = .10 16 8 8 3 2 2

= .01 8 1 2 0 0 0

(The bottom section of each panel in the table shows the
number of firms where HO : r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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Results for the ANI variable show that the autocorrelation functions 
from the original series (panel a of table 6-3C) tend to die out 
after the first two lags in most firms. As an indication of this, 
the mean and median autocorrelations are below .2 at lags 3-6. 
However, firm-specific differences from the general tendency exist, 
which can be seen from the standard deviations and the numbers of 
firms where significant autocorrelations e.g. at lag three could be 
found.

For the detrended series (panel b), significant autocorrelations are 
not common after the first lag. At lag one, however, the average 
autocorrelation is above .3 (see the median and mean), and 
significant estimates could be found in a large number of firms 
(e.g. in 16 firms (41.0 %) even at 1 % level).

It is worthwhile to note that, compared with the previous variables 
ASA and AOI, the level of autocorrelation estimates from the origi­
nal and detrended series of ANI are lower. E.g. at lag one in the 
detrended series, the means of the estimated coefficients are appro­
ximately .6, .4 and .3 for ASA, AOI and ANI, respectively. Thus, it 
seems that the serial dependence in income variables decreases as we 
proceed from the top of an income statement to the bottom.

Finally, it can be seen that the results from the differences of ANI 
(panel c) are essentially the same as for the above variables; 
although a slight tendency towards negative correlation exists at 
lag one, significant autocorrelation cannot, in general, be found. 
As a tentative conclusion, the findings from the autocorrelation 
analysis for ANI are quite consistent with prior literature; the 
random walk (possibly with a positive drift) might also be a good 
approximation of the behavior of net income in the present data.
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TABLE 6-3D: Distributions of Estimated Autocorrelations
for Cash Sales (CSA)

Lag k:
(n = 39) 1 2 3 4 5 6
a) Original s 1------eries:
1. quartile .810 .714 .593 .509 .403 .272
Median .882 .787 .689 .593 .516 .438
3. quartile .897 .808 .727 .643 .556 .471
Mean .845 .733 .637 .546 .471 .384
Std. dev. .093 .125 .145 .146 .125 .120
a = .10 39 39 38 38 35 29

- .01 38 37 36 32 27 17
b) Detrended series :
1. quartile .449 .096 -.039 -.033 -.055 -.128
Median .591 .264 .161 .103 .066 -.050
3. quartile .748 .530 .343 .244 . 172 .091
Mean .566 .297 .153 .084 .045 -.043
Std. dev. .207 .248 .265 .224 .197 .152
a = .10 35 19 18 11 5 3

= .01 30 13 6 1 1 0
c) Differencec 1 series
1. quartile -.256 -.276 -.230 -.118 -.077 -.127
Median -.070 -.115 -.121 .006 .076 -.083
3. quartile .074 -.018 .057 .128 .192 .134
Mean -.090 -.123 -.075 -.000 .046 .001
Std. dev. .195 .178 .198 .142 .193 .179
a = .10 7 10 8 0 5 5

= .01 1 0 1 0 0 0

(The bottom section of each panel in the table shows the
number of firms where HO: r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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Table 6-3D shows that the autocorrelation functions for the CSA 
variable are virtually the same as for its accrual counterpart in 
table 6-ЗА above. That is, the autocorrelation functions fail to 
die out in the first six lags (panel a), the elimination of linear 
trend from the original series (panel b) effectively kills most of 
the autocorrelation at lags two to six while a significant part of 
it survives at lag one. Furthermore, differencing the series (panel 
c) produces distributions which lie around zero, and, with a few 
exceptions, significant coefficients cannot be found in the sample 
firms.

Comparing the degree of estimated autocorrelation for CSA with its 
accrual counterpart ASA indicates, however, that a marginal, 
although certainly not significant, difference exists. At lag one 
for example, the medians for CSA are .882, .591 and -.070 for the 
original, detrended and differenced series, respectively, while the 
corresponding estimates for ASA were . 893, .615 and -.038.

Nevertheless, the difference between the accrual vs. cash-basis is 
so small at the sales level that the underlying process describing 
the behavior of the two sales variables is quite obviously very 
similar; i.e. a random walk presumably with a positive drift might 
also be a good approximation of the behavior of cash sales.
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TABLE 6-3Es Distributions of Estimated Autocorrelations
for Cash Operating Income (COI)

Lag k:
(n = 39) 1 2 3 4 5 6-1------a) Original s<sries:
1. guartile .057 -.020 .032 -.029 -.018 .010
Median .242 .191 .183 .178 .143 .101
3. guartile .526 .408 .342 .336 .295 .206
Mean .256 .199 .183 .156 .142 .105
Std. dev. .311 .257 .234 .219 .207 .163
a = .10 19 16 14 15 12 7

= .01 15 9 5 3 4 1
b) Detrended 1series :
1. guartile -.168 -.162 -.140 -.111 -.110 -, 102
Median .040 -.013 .025 -.015 -.019 -.000
3. guartile .153 .109 .119 .143 .186 .053
Mean .039 -.009 .012 .012 .005 -.010
Std. dev. .224 .189 .184 .174 .199 .142
a = . 10 7 7 4 4 4 2

= .01 2 0 1 0 2 0
c) Differencec 1 series
1. guartile -.520 -.195 -.193 -.142 -.117 -.172
Median -.429 -.095 -.004 -.016 .005 -.051
3. guartile -.352 .062 .141 .183 .200 .153
Mean -.436 -.057 .003 .009 .005 -.013
Std. dev. .122 .197 .200 .185 .226 .178
a = .10 35 5 6 5 4 4

= .01 15 1 0 1 2 0

(The bottom section of each panel in the table shows the
number of firms where HO: r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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Distributions of autocorrelation estimates for the original COI- 
series show that a slight tendency towards positive serial 
dependence exists at all lags (panel a). At lag one, where the 
average autocorrelation is not higher than .25 (see the median and 
mean), the cross-sectional variation is relatively high (see the 
standard deviation of .31), and therefore significant auto­
correlations could be found in 15 firms (38.5 %) even at the 1 % 
level.

However, eliminating trend from the series seems to produce auto­
correlations which lie around zero at all lags (see e.g. the medians 
in panel b), and with a few exceptions, significant coefficients 
cannot, in general, be found in individual firms.

As regards the differenced series in panel c, it can be seen that a 
clear-cut tendency towards negative autocorrelation exists at lag 
one, while after that the autocorrelation functions vanish in most 
firms. At lag one the coefficients are significant in 35 firms 
(89.7%) at the 10 % level and in 15 firms (38.5 %) at the 1 % level, 
although the variation across finns is relatively small as indicated 
by the standard deviation. It should also be noted that, on ave­
rage, the estimated autocorrelation at the first lag is less than 
-.4, which is not very far from the theoretical autocorrelation 
(-.5) of the first differences of constant processes.

Compared with the accrual counterpart (AOI), the autocorrelation 
analysis for COI gives a different view of the underlying stochastic 
process; while a submartingale was suggested for AOI, quite 
obviously it would be a poor description for the behavior of the 
cash-based COI. The results in table 6-3E are much more indicative 
of a constant process such as a mean reverting or linear trend
model.
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TABLE 6-3F: Distributions of Estimated Autocorrelations
for Cash Net Income A (CNIA)

Lag k:
(n = 39) 1 2 3 4 56
—

a) Original s<
1. quartile

—

Bries !
-.066 -.132 -.103 -.090 -.076 -.083

Median .024 .027 .072 .040 .036 .031
3. quartile .157 .110 .201 .163 .200 .141

Mean .060 .029 .064 .036 .051 .041
Std. dev. .222 .222 .235 .200 .201 .176
a = .10 8 8 11 5 6 6

= .01 3 3 2 1 2 1

b) Detrended ¡
1. quartile

series :
-.176 -.184 -.110 -.133 -.129 -.099

Median -.043 -.020 -.005 -.054 -.034 -.009
3. quartile .061 .063 .104 .101 .167 .073

Mean -.028 -.059 -.015 -.032 -.013 -.017
Std. dev. .187 .173 .186 .162 .182 .145
a = .10 5 6 4 2 4 3

= .01 1 0 0 1 1 0
c) Differencec
1. quartile

1 series
-.564 -.196 -.089 -.191 -.160 -.093

Median -.459 -.075 -.010 -.028 .010 -.003
3. quartile -.377 .122 .092 .095 .192 .148

Mean -.443 -.051 .017 -.021 .013 .007
Std. dev. .137 .191 . 175 .182 .215 .170
a = .10 33 4 6 4 9 4

= .01 20 0 0 0 0 0

(The bottom section of each panel in the table shows the
number of firms where HO : r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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The results of autocorrelation analysis for the first version of 
cash net income (CNIA) in table 6-3F give very little support to the 
existence of serial dependence in the original or detrended variable 
(see panels a and b), a result which was already suggested by the 
above tests of turning points and difference-sign. In general, the 
autocorrelation functions seem to fluctuate near zero at all lags, 
and the firms in which significant estimates could be found are the 
exception rather than the rule.

With respect to the differenced series (panel c), it seems 
unambigious that the autocorrelation functions in the vast majority 
of firms are dead after the first lag. At lag one, however, 
significant autocorrelations can be found in most firms, and as 
indicated by the signs, the dependence tends to be negative. To be 
more precise, the quartiles indicate that the estimated 
autocorrelations in half of the firms are between -.56 and -.38, 
the average being around -.45.

On the whole, the autocorrelation results for CNIA therefore lend 
support to the contention that the underlying mechanism for the 
behavior of cash net income numbers (as presently defined) might 
well be characterized by the mean reverting or similar process. If 
this were the case, the stochastic process behind accrual vis-a-vis 
cash net income variables would, indeed, be very different from each 
other.
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TABLE 6-3G: Distributions of Estimated Autocorrelations
for Cash Net Income B (CNIB)

Lag k:
(n = 39) 1 2 3 4 5 6
—

a) Original s<
—

sries:
1. quartile -.018 -.124 -.132 -.128 -.130 -.125
Median .130 -.015 .025 -.042 -.001 -.011
3. quartile .309 .153 .164 .130 .097 .106
Mean .135 -.007 .005 -.008 -.016 -.001
Std. dev. .220 .176 .210 .159 . 172 . 148

a = .10 14 3 4 1 4 2
= .01 3 0 2 0 1 0

b) Detrended ¡series :
1. quartile -.072 -.220 -.175 -.142 -.189 -.170
Median .102 -.081 -.073 -.075 -.016 -.032
3. quartile .229 .037 .118 .064 .056 .067
Mean .081 -.074 -.050 -.061 -.056 -.045
Std. dev. .211 .174 .209 .157 .167 .153
a = .10 9 7 7 2 5 3

= .01 2 0 2 1 0 0
c) Differencec l series
1. quartile -.462 -.240 -.150 -.144 -.115 -.105
Median -.374 -.139 -.000 -.013 .024 -.043
3. quartile -.250 .072 .160 .118 .152 .088
Mean -.354 -.115 -.006 -.004 .005 -.012
Std. dev. .164 .206 .226 .162 .191 .167
a = .10 27 8 11 2 8 4

= .01 12 3 3 0 0 0

(The bottom section of each panel in the table shows the
number of firms where HO: r(k) = 0 could be rejected at
10 % and 1 % levels of significance)
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Compared with the first variant (CNIA), the autocorrelation results 
for the second version of cash net income (CNIB) give a similar 
general picture. That is, in most firms the autocorrelation 
function is virtually dead at all lags in the original and detrended 
series (panels a and b of table 6-3G) as well as in the differenced 
series after the first lag (panel c). At lag one, significant 
autocorrelation from the differences of CNIB could be found in a 
number of firms (27 and 12 firms at the 10 % and 1 % level), 
although the number is not so large as for the first version, CNIA. 
Moreover, the negative autocorrelations at this lag (see the 
quartiles) are an indication of a tendency towards mean reverting 
behavior in CNIB.

In brief, the conclusion that can be drawn from the above results is 
that, in contrast with the accrual net income (ANI), the random 
walk-type model might be a poor description for the behavior of cash 
net income numbers. This is the inference from autocorrelation 
analysis, irrespective of whether cash net income is defined after 
replacements (as in CNIA) or after total investments (as in CNIB).
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Analogously to the above tests of randomness, the degrees of 
autocorrelation in the accrual and cash-based variables were finally 
compared with each other in individual firms. This analysis was 
performed for the autocorrelation coefficients estimated at lag one 
from the detrended series (note that the tests presented in table 6- 
2 were based on original series). The numbers and percentages of 
firms where the estimated autocorrelation in the accrual variable 
was larger (smaller) than in its cash counterpart appear in the 
second (third) column of table 6-4 below.

TABLE 6-4 : Pairwise Comparisons of the Autocorrelation Coefficients 
Estimated at Lag One from Detrended Series of the Accrual 
and Cash-based Variables

Number (percentage) of firms 
where

Variables
compared Ri (A) > RI(C) R1(A) < RI(C) a
ASA vs. CSA 26 (66.7%) 13 (33.3%) .027
AOI vs. COI 37 (94.9%) 2 (5.1%) <.001
ANI vs. CNIA 34 (87.2%) 5 (12.8%) <.001
ANI vs. CNIB 28 (71.8%) 11 (28.2%) .005
Legends R1(A) = first order autocorrelation coefficient 

estimated from detrended accrual series 
(i.e. the residuals obtained from regressing 
the accrual variable on time)

Rl(C) = as above but for the cash-based series 
a = significance level for the rejection of

HO s the accounting system has no systematic 
effect on the degree of the estimated 
autocorrelation (the binomial test)

In brief, the main message of the above table is not very surprising 
in light of the findings presented above in this chapter. Across 
all pairwise comparisons (i.e. across the three levels of the income 
statement), the accrual-based income variables contain higher serial
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correlation in a significantly larger number of firms than where the 
opposite occurs. Thus, the accounting system seems to have a 
systematic effect on the degree of autocorrelation (at lag one) in 
the income variablesi as opposed to the cash accounting system, 
income smoothing in sense of increasing the serial correlation of 
income variables is an underlying characteristic of the accrual 
accounting system.
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6.2. Cross-Sectional Dependences in the Degree of Randomness
and Tests of the Theoretical Models

Further evidence for the effect of the accounting system on the 
serial dependence of income numbers can be obtained by examining the 
cross-sectional dependences of autocorrelations in the accrual vs. 
cash accounting variables. The rationale behind this analysis is as 
follows. According to the general model of the characteristics of 
the income numbers generating process, the underlying determinants 
may be grouped into economic factors and factors relating to the use 
of different accounting methods (see the omega-model in expression 
1-1).

Now, if the underlying economic factors are of greater relative 
importance than the accounting method-based factors, then the 
variation of serial correlation in income numbers across firms is 
primarily caused by the economic factors relating to individual 
firms rather than by differences in the accounting methods used, and 
a high (or low) autocorrelation in an income variable of a 
particular firm can be observed independently of the accounting 
method in question. It may thus be hypothesized that the larger the 
relative importance of economic factors as opposed to accounting 
method-based factors, the higher the cross-sectional dependence 
between the autocorrelations from accrual and cash-based income 
numbers.

To that end, the cross-sectional correlations of the first order 
autocorrelations estimated from the original and detrended income 
variables appear in the following table 6-5A.
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TABLE 6-5A: Cross-Sectional Correlations between the Autocorrela­
tions of the Accrual and Cash-based Income Variables 
Estimated at Lag One from the Original and Detrended 
Data.

Autocorrelations Estimated from:
Original Detrended

(n = 39) Data Data
r[R(ASA),R(CSA)] 

a
.977

<.001
.887

<.001
r[R(AOI)fR(COI)] 

a
.444
.002

.394

.007
r[R(ANI)/R(CNIA)] 

a
.076

>.100
-.136
>.100

r[R(ANI),R(CNIB)] 
a

.070
>.100

-.084
>.100

Legend: r[ ] = cross-sectional correlation between
the autocorrelations given in the square 
brackets

R( ) = first order autocorrelation estimated 
from the time series of the income 
variable given in the brackets 

a = (one-tail) significance level for 
the rejection of HO: r[ ] = 0.

The results in the above table reveal that, quite obviously, the 
role of economic vs. accounting factors as determinants of serial 
correlation depends on the level of income measurement. This is 
indicated by the decrease in the estimated cross-sectional 
correlations as we move from the top of the income statement (i.e. 
the sales level) where very high and significant dependence exists, 
down to the operating income level with a moderate correlation, and 
further down to the net income level where the dependence is 
insignificant. The decrease in the cross-sectional correlations can 
be interpreted as a reflection of the change in the relative 
importance of the economic and accounting determinants : the lower 
the income is measured, the smaller the role of economic factors and
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the larger the role of the factors relating to accounting method as 
a determinant of the serial dependence in income variables. Such 
contention is also intuitively appealing because the lower income is 
measured, the greater the number of operating, investment and 
financing transactions processed by the accounting system which 
therefore makes its effects on the properties of the resulting 
income variable more apparent.

The theoretical analysis of cash sales and cash operating income 
presented in chapter 3 suggested that their serial correlations are 
certain functions of the parameter values relating these variables 
to accrual sales and of its variance and autocovariances (see 
expressions 3-5 and 3-15 for cash sales and cash operating income, 
respectively). A theoretical expression was also derived for the 
serial correlation of accrual operating income showing the 
mechanism of why a lower serial dependence can be expected in 
accrual operating income than in accrual sales (see 3-12). Having 
the empirical data at our disposal, we are now in the position of 
being able to test the descriptive validity of the theoretical 
expressions in (3-5), (3-12) and (3-15). This can be done by 
looking at the cross-sectional correlations between the 
autocorrelations predicted by those expressions and the actual 
autocorrelations estimated from the empirical time series.

For that purpose, the following linear regressions (corresponding to 
equations 3-2, 3-9 and 3-14 ) were first estimated with the ordinary 
least squares for each of the sample firms :
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CSA(t) = (al)ASA(t) + (a2)ASA(t-l) + a(t) 
AOI(t) = (m)ASA(t) - F - z(t)
COI(t) = (/31) AS A ( t ) + ( ß2 ) ASA( t-1 ) - F + e(t)

(6-7)
(6-8)

(6-9)

where al, a2, m, F, ßl and ß2 = parameters to be estimated 
a(t), z(t) and e(t) = error terms with usual

assumptions

With respect to these models, two remarks should be made. First, 
the model for cash sales (6-7) does not include a constant term, so 
it was accordingly suppressed in the estimation. Second, the models 
for cash sales and cash operating income (6-7 and 6-9) include 
consecutive accrual sales as independent variables which obviously 
lead to the notorious problems arising from multicollinearity. To 
be more exact, the high intercorrelation between the independent 
variables increases the variances of the parameter estimates which, 
therefore, remain uncertain. This implied that, a priori, not too 
much could be expected from the descriptive validity of the 
theoretical autocorrelations.

The estimated autocovariances at lags 0 to 2 of accrual sales and 
the estimated parameter values and residual variances from equations 
(6-7) through (6-9 ) were then used to compute each firm's 
theoretical autocorrelations for cash sales, accrual operating 
income and cash operating income in expressions (3-5), (3-12) and 
(3-15), respectively. Finally, the cross-sectional correlations 
between the theoretical and empirical estimates were computed, which 
gave the correlation matrix appearing in table 6-5B below. For 
comparative purposes, it also includes a variable denoting empirical 
autocorrelations from the accrual sales. Note that according to the 
theoretical expressions, the autocorrelations are functions of the
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autocovariances and the variance of accrual sales, which are also 
the components of its autocorrelation. It was therefore advisable 
to check whether the direct correlation of the empirical 
autocorrelations of the examined variables with the autocorrelations 
of accrual sales is higher than with their theoretical values. If 
this were the case, it would be an indication of the poor 
descriptive validity of the theoretical expression, despite the size 
of the correlation between the theoretical and empirical 
autocorrelations.
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TABLE 6-5Bs Cross-Sectional Correlations between the Theoretical and 
Empirical Autocorrelations Estimated from Original Data 
at Lag One.

ChmIIC Re(ASA) Re(CSA) Re(AOI) Re(COI) Rt(CSA)
Re(ASA) 1.000
Re(CSA) .977 1.000
Re(AOI) .652 .625 1.000
Re(COI) .265 .273 .444 1.000
Rt(CSA) .983 .985 .649 .309 1.000
Rt(AOI) .609 .589 .809 .410 .592
Rt(COI) .236 .234 .424 .970 .282

Rt(AOI)

1.000
.368

Legend : Re( ) = empirical autocorrelation at lag 1 
for the variable given in brackets 

Rt( ) = theoretical autocorrelation at lag 1 
for the variable given in brackets

N.B. Any correlation coefficient above .268 in the above
table is significant at the 5 % level (one-tail test).

Table 6-5B reveals the following. First, while a very high cross- 
sectional correlation exists between the empirical autocorrelations 
of ASA and CSA (.977), the correlation between the empirical 
autocorrelations and the theoretical values given by expression (3- 
5) for CSA is even higher (.985). Second, the correlation between 
the empirical and theoretical autocorrelation given by expression 
(3-12) for AOI is also high (.809), and it clearly exceeds the 
benchmark correlation between the empirical autocorrelations of ASA 
and AOI (.652). Third, while a relatively modest correlation was 
found between the empirical autocorrelations for ASA and COI (.265), 
the theoretical autocorrelations from expression (3-15) for COI are 
very highly correlated with the empirical values (.970). Compared 
with the benchmark, the theoretical expression for the 
autocorrelation of cash operating income thus performed much better 
than the other two expressions.
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On the whole, the findings from table 6-5B support the contention 
that the theoretical models derived in chapter 3 may have some 
descriptive validity. In fact, the cross-sectional correlations 
between the predictions of the theoretical expressions and empirical 
estimates for autocorrelations of cash sales, accrual operating 
income and cash operating income were surprisingly high, especially 
when one takes into account the problems caused by multicollinearity 
in the estimation of equations 6-7 and 6-9.

Some further evidence in favor of the descriptive content of the 
theoretical autocorrelations of accrual and cash operating income 
can be obtained by computing the difference between the theoretical 
autocorrelations obtained from (3-12) for AOI and (3-15) for COI. 
As was stated in chapter 3, depending e.g. on the parameter values 
of the equations relating these variables to accrual sales, the 
autocorrelation of cash-based operating income may or may not be 
higher than that of its accrual counterpart. If this hypothesis has 
any validity, then the signs of the computed differences between the 
theoretical values should fall in line with the corresponding 
differences in the empirical estimates. That is, the theoretical 
expressions should be able to discriminate between the firms where 
the autocorrelation of accrual operating income is higher than that 
of cash operating income and the firms where the opposite occurs.

The analysis indicated that for 31 firms a higher autocorrelation in 
the accrual operating income than in the cash operating income was 
predicted, while for 8 firms the opposite predictions were made. 
When the empirical differences were examined, it was found that the 
accrual variable had a higher autocorrelation in all of the 39 firms 
in the original data and in 37 firms in the detrended data (see 
table 6-4). Thus, the theoretical expressions made correct



6-35

predictions for the relative magnitudes of the autocorrelations in 
approximately 80 % of the firms, while they made mistakes in 20 % 
of the cases. In a binomial test, this result is very significant 
at a level under .1 %.

Finally, the empirical autocorrelations of accrual sales and accrual 
operating income were examined. This was done in order to see the 
validity of the hypothesis based on expression (3-12) according to 
which a higher autocorrelation should exist in accrual sales than in 
accrual operating income. The analysis showed that, with only one 
exception, this was indeed the case in all of the sample firms. (Of 
course, such a result is statistically very significant.) Expression 
(3-12) may thus provide a valid explanation for why lower serial 
dependence can be expected at the operating income level than at the 
sales level.
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A basic assumption required by many time series models (e.g. the 
autoregressive - moving average models) is that of weak 
stationarity, implying that the first two moments of the time 
series, i.e. the mean and the variance, are time invariant (for the 
concept of stationarity, see e.g. Nelson, 1973, pp. 19-23; Anderson, 
1976, pp. 3-4; Box and Jenkins, 1976, pp. 26, 30). If the existence 
of non-stationarity is suspected in time series analysis, it is 
common practice to transform the data, e.g. by differencing the 
series until stationarity is achieved [3].

Unfortunately, there is no unique, well-established method for 
evaluating stationarity in empirical time series. The time series 
literature suggests inspection of estimated autocorrelation function 
as the principal method for this purpose (Nelson, 1973, pp. 75-76; 
Box and Jenkins, 1976, p. 175), but other methods such as visual 
inspection of plotted data and certain statistical tests can also be 

used.

As regards the visual inspection, table 4-3 can be recollected 
here. The findings from the graphical plots of the levels of the 
variables indicated that, on the whole, the assumption of weak 
stationarity could be rejected approximately in one half of the 
sample time series. To be more precise, trend and an instability 
of variance were detected in 49.1 % and 46.2 % of the sample time 
series, respectively.

The autocorrelation analysis (tables 6-3A through 6-3G) gave support 
to the contention that the levels of some of the examined variables 
were, indeed, nonstationary. This was the case, especially with 
respect to accrual sales (ASA), accrual operating income (AOI) and
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cash sales (CSA), where the estimated autocorrelation functions 
tended to die out slowly (see e.g. the medians in panels (a) of 
tables 6-3A, 6-3B and 6-3D). However, differencing the series 
produced autocorrelations showing very little, if any, persistence.

However, there are at least three problems arising from the use of 
autocorrelation functions. The first relates to the ability of 
autocorrelation function to reveal non-stationarity in the variance, 
even if the series is stationary in the mean. One might argue that 
autocorrelation analysis is presumably not the best method for 
revealing such non-stationarity.

The second is the general problem caused by the absence of well- 
defined criteria showing when the autocorrelation function "dies 
out quickly". For example Nelson (1973, p. 76) notes that there is 
no precise answer available from sample autocorrelations to the 
questions "how slowly is slow?", and that the context or nature of 
the data should provide a tentative answer to the question.

The third problem arises when the observation series are relatively 
short (as is the case in our data), thereby making the statistical 
estimation of individual autocorrelation coefficients unreliable 
especially at larger lags (see note 1). In conclusion, not too much 
weight should be attached to the above finding in favour of 
stationarity in differenced series via inspection of the estimated 
autocorrelation functions alone.

Some simple tests were performed as a complementary method for 
analyzing stationarity. These tests were carried out with 
differenced data primarily because the above findings from visual 
inspection and autocorrelation analysis suggested that the levels of 
some variables (especially sales) were not stationary, and it was
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therefore desirable to see whether the first differences sufficed to 
produce stationarity (as noted above, this was suggested by the 
autocorrelation analysis). In brief, the tests included an analysis 
of the difference of the means and the variances estimated 
separately from the first and the second half of the sample period
[4]. If the weak form stationarity holds true, then, by definition, 
no significant difference should exist between the estimates from 
the two halves of the sample period.

Assuming that the first differences of the data are normally 
distributed, the parametric F-test was used for testing the 
difference between the variances and the t-test for testing the 
difference between the means of the first differences. The numbers 
of firms where the null hypothesis of equal means and variances in 
the two subperiods could be rejected at various significance levels, 
appear in the table 6-6 below.
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TABLE 6-6 : Results from the Tests of Stationarity in Differenced 
Series

a) Numbers of Firms (n = 39) in which the Following Null Hypothesis 
Could Be Rejected (Two-tail t-test)s

НО: ц(1) = ц(2)
where ц( 1 ) = the mean of first differences in the 

first subperiod 1951-67 (N=16)
H(2) = the mean of first differences in the 

second subperiod 1967-84 (N=17)

Variable;
Signifie.
Level a ASA АО I ANI CSA COI CNIA CNIB

.10 7 0 3 4 0 0 0

.05 4 0 3 3 0 0 0

.01 1 0 0 1 0 0 1 0

) Numbers of Firms (n = 39) in which the Following Null Hypothesis
Could Be Rejected (F-test):

HO: a*(l) = °г(2)
where a*(l) = the variance of first differences in

the first subperiod 1951-67 (N=16)
o*( 2) = the variance of first differences in

the second subperiod 1967-84 (N=17)

Variable:
Signifie.
Level a_________ ASA AO I ANI CSA COI CNIA CNIB

.10
__

30 39 32 30 34 33 32
.05 28 39 27 28 30 29 29
.01 23 36 24 22 20 18 27
.001 18 35 21 13 12 13 20
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The upper panel (a) of table 6-6 Indicates that, with a few 
exceptions in ASA, ANI and CSA, the null hypothesis of equal means 
of differenced series in the two subperiods could not be rejected in 
the vast majority of firms. Thus, it turned out that fitst order 
differencing was sufficient to produce time series which are 
stationary in the mean, a result consistent with the preceding 
findings from autocorrelation analysis.

It is also noteworthy that the equality of the estimated means of 
the first differences imply that the growth included in the 
(undifferenced) time series data is linear rather than non-linear, 
because insofar as the growth would be better characterized as being 
e.g. quadratic, it should have been reflected as a frequent 
rejection of the null hypothesis in panel (a) of the above table. 
Consequently, the current results provide an ex-post rationalization 
for the inclusion of the simple linear trend (see 5-4) instead of 
non-linear (e.g. quadratic) models into the set of competing models.

As regards the lower panel (b) of table 6-6, the null hypothesis of 
equal variances in the subperiods could be rejected in a large 
number of firms for all of the variables. It can also be seen that 
no remarkable differences exist between the numbers of firms for the 
accrual vs. cash-based variables; e.g. at the 5 % level of 
significance, the null was rejected in 28 firms for ASA and CSA, in 
39 and 30 firms for AOI and COI, respectively, and in 27 and 29 
firms for ANI and CNIA/CNIB, respectively.

In contrast with the findings in panel (a), these results suggest 
that, irrespective of the variable or accounting system in question, 
the differenced time series data tend to be heteroscedastic, i.e. 
non-stationary in variance. It should be noted that this finding 
from the differenced series can also be projected back to the levels
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of the original variables; because the first differences were found 
to be non-stationary in variance, then quite obviously this is the 
case with the levels, too.

With respect to the underlying models inferred from the 
autocorrelation analysis, the following conclusions can be made: (i) 
the observed non-stationarity in variance is consistent with the 
submartingale models tentatively suggested in section 6.1 for ASA, 
AOI, ANI and CSA (c.f. expression A5-7); (ii) the observed non- 
stationarity in variance is inconsistent with the basic assumption 
of the noise term included in the constant processes (see 
expressions 5-3 and 5-4). Therefore, the underlying processes 
tentatively suggested by autocorrelation analysis for COI, CNIA and 
CNIB ( see section 6.1) should allow for the heteroscedasticity in 
these variables.

The observed heteroscedasticity in the time series data also has 
some important methodological implications for subsequent model 
estimation. The conventional wisdom manifested in standard text 
books of time series modeling suggests that a logarithmic 
transformation should be applied to raw data if it is suspected to 
be heteroscedastic (see e.g. Nelson, 1973, pp. 58-59; Anderson, 
1976, p. 45; see also Johnston, 1963, pp. 207-211 indicating that 
the use of the least squares estimators produce uncertain parameter 
estimates in regression analysis when applied to heteroscedastic 
data).

Despite such recommendations, the logarithmic transformation was, 
however, not applied to the data, primarily for the following 
reasons.

First, because the time series data of some variables (particularly
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the net income variables) contained frequent negative values, it was 
not possible to take logs of such values. (Note that the addition of 
a positive constant sufficiently large to eliminate the negative 
values would have resulted in arbitrary results depending on the 
choice of the constant.)

Second, prior experience obtained from applying logarithmic 
transformation to accounting earnings series indicates that such 
transformation might not be useful in increasing the predictive 
ability; in fact, it has been found that logarithmic transformation 
may even have a counter effect on the forecasting performance of 
identified and estimated time series models (see Hopwood, McKeown 
and Newbold, 1981).

Third, as regards the related literature in this area, it has quite 
obviously been common practice not to perform logarithmic 
transformations to the data (or if performed, it has not been 
reported). Therefore, the logarithmic transformation would have 
decreased the comparability of the findings of the current study 
with those provided in the prior literature.

Fourth, logarithmic transformation was not desirable because of our 
main interest in the underlying processes of the original income 
variables, not of their log transformations.
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6.4. Estimation Results

This section reports on the estimation results of the time series 
models described in section 5.2. above. The results will be 
reported in three parts : in section 6.4.1. the distributions of the 
optimal smoothing coefficients of EWMA models are examined, 
thereafter the identified and estimated ARIMA models are discussed 
in section 6.4.2., and finally in section 6.4.3. the goodness of fit 
of all the estimated models will be analyzed in terms of the 
distributions of coefficients of determination and Durbin-Watson 

statistics.

6.4.1. Optimal Smoothing Coefficients

The optimal parameter values for the EWMA models (see section 5.3.) 
were determined separately for each of the sample time series (273) 
in each of the three estimation periods (1951-75, 1951-78 and 1951- 
81) thus producing 819 parameter estimates. The cross-sectional 
distributions of the estimates are given in table 6-7 below for each 
income variable and each estimation period.

As regards the effect of the length of the estimation period, the 
table shows that the optimal parameter estimates are very stable 
across different estimation bases: only marginal, if any, changes 
could be found in the distributions of the estimates as the length 
of the estimation period increased 24 % from 25 years (in the first 
estimation period) to 31 years (in the third period).

With respect to the variation across variables, it can be seen that 
very high coefficients were estimated for accrual and cash-based 
sales (see e.g. the medians of .95) and the cross-sectional
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TABLE 6-7i Distributions of Optimal Smoothing Coefficients by 
Income Variable and Estimation Period (n = 39)

Variable:
Estimation
period ASA AO I ANI CSA COI CNIA CNIB
1. 1951-75:

1. quart. .85 .50 .30 .70 .10 .05 .05
Median .95 .65 .60 .95 .20 .15 .20
3. quart. .95 .95 .95 .95 .30 .25 .30
Mean .90 .69 .60 .84 .24 .19 .24
Std. dev. .08 .24 .32 .13 .17 .15 .22

2. 1951-78:
1. quart. .85 .40 .25 .75 .10 .10 .05
Median .95 .70 .55 .95 .20 .15 .15
3. quart. .95 .95 .95 .95 .30 .25 .30
Mean .90 .65 .57 .87 .24 .18 .26
Std. dev. .08 .25 .34 .13 .15 .15 .28

3. 1951-81:
1. quart. .90 .40 .30 .80 .10 .05 .05
Median .95 .70 .65 .95 .25 . 10 .10
3. quart. .95 .95 .95 .95 .35 .25 .25
Mean .91 .65 .59 .87 .25 .15 .22
Std. dev. .09 .27 .33 .13 .15 .11 .25

variation as indicated by the standard deviations tended to be 
smaller than for any other variable. However, the tendency towards 
high smoothing coefficients in the sales variables is not very 
surprising, taking into account the trend component that is present 
in their time series. (The reader should recall that the parameter 
value of 1.00 was excluded from the feasible range, see section 
5.3.. Quite obviously, if this value had been included, it would 
have been estimated for the two sales variables in a large number of 
firms.)

The average coefficients for the accrual operating income (AOI) were 
around .65 - .70 and similar results were also obtained on the net
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income level (ANI) where the medians .55 - .65 were slightly lower. 
These results are somewhat surprising, because they are inconsistent 
with the above findings in two ways. First, since the parameter 
estimates seem to fall far from unity in a large number of firms, 
the results are inconsistent with the autocorrelation analysis (see 
section 6.1.) which suggested submartingales for these variables. 
It should be noted, however, that estimates consistent with 
submartingales were also encountered in a number of firms (see the 
third quartiles of .95), a fact which mitigates the contradiction a 
little.

Second, when the average coefficients of the net income variable 
(ANI) are contrasted with the results obtained by Ball and Watts 
(1972, table 7, p. 677), a remarkable difference can be found 
because the optimal coefficient was as high as .95 in their data 
for a constant EWMA model not including trend. In addition to 
sample-related explanations for the difference between the present 
and Ball and Watts findings, one can speculate on a potential 
effect of the following methodological difference: Ball and Watts 
(1972) report results based on the sums (computed over 714 firms) of 
rank order numbers of individual coefficient values [5], while the 
current results were obtained directly from cross-sectional 
distributions of optimal smoothing coefficients.

Attempts to measure the relative power of the sample- vs. method- 
related explanations for the observed inconsistency were not, 
however, made. Instead, a 'final' answer of whether or not the 
accrual net income follows a process similar to a submartingale in 
the present data was left to be answered by predictive ability tests 
(to be reported in section 6.5.).
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Finally, the medians and means of the distributions for the cash- 
based operating and net income variables (COI, CNIA and CNIB) 
indicate that, on average, the optimal smoothing coefficients tended 
to be substantially lower for these variables than for their accrual 
counterparts (the medians and means are around .20 for the former 
while they were around .60 for the latter). Interestingly, this 
finding falls well in line with the autocorrelation analysis above 
suggesting a constant process similar to the mean reverting or 
linear trend model for these variables. Moreover, although the 
average coefficients are clearly higher than the theoretical value 
of the pure mean reverting process (.00), the results are quite 
consistent with the simulation experiments performed by Ball and 
Watts (1972). They showed that a smoothing coefficient of around .20 
can well be expected for time series actually generated by a 
simulated mean reverting process (ibid. p. 678).

6.4.2. Identified and Estimated ARIHA Models

The frequencies of the orders of identified ARIMA models obtained 
with employing the Schwarz criterion (see section 5.3.) appear in 
table 6-8 below. The table reports on the cross-sectional 
frequencies of different ARIMA models separately in each of the 
three estimation periods. It also gives parenthesized numbers of 
firms where ARIMA(0,0,0) and ARIMA(0,1,0), i.e. the mean reverting 
model and the submartingale, would have been selected if they were 
included in the feasible model set.
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TABLE 6-8 : Frequencies of the Identified ARIMA(p,d,q) Models in the 
Three Estimation Periods (n = 3 * 39 = 117)

Variable:
ARIMA Est.
p,d,q per. ASA AOI ANI CSA COI CNIA CNIB E
0,0,0 1 (1) (10) (21) (26) (16) (74)

2 (1) (7) (1) (20) (25) (23) (77)
3 (3) (5) (18) (23) (24) (73)

0,0,1 1 1 8 10 13 15 47
2 3 6 11 16 16 52
3 5 7 11 11 14 48

0,0,2 1 1 1 2 2 3 2 11
2 1 1 3 1 1 2 3 12
3 1 3 2 2 2 1 11

1,0,0 1 11 11 1 14 14 10 61
2 7 11 14 9 12 53
3 7 8 1 12 11 13 52

1,0,1 1 1 1 2
2 1 1
3

1,0,2 1 4 3 5 5 17
2 2 3 3 4 3 15
3 2 3 7 7 19

2,0,0 1 1 2 2 2 7
2 1 5 4 1 11
3 3 3 3 2 11

2,0,1 1 1 1
2 2 2
3 1 1 2

2,0,2 1 2 3 1 1 7
2 1 3 1 1 3 9
3 2 3 1 1 7

E 3 47 80 3 100 111 114 458

(Continued on next page)
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TABLE 6-8: (Continued)

Variable :
ARIMA Est.
p,d,q per. ASA AOI ANI CSA COI CNIA CNIB Z

0,1,0 1 (18) (6) (4) (17) (1) (46)
2 (20) (8) (4) (16) (2) (1) (51)
3 (18) (4) (4) (19) (45)

0,1,1 1 18 5 3 23 1 50
2 16 6 3 9 2 1 37
3 18 4 5 16 1 2 46

0,1,2 1 2 2 1 1 6
2 2 2 6 1 11 .
3 8 3 3 2 16

1,1,0 1 5 7 4 7 3 1 27
2 7 2 5 5 1 20
3 5 2 4 6 1 1 19

1,1,1 12 1 1
3

1,1,2 1 11 4 1 4 20
2 9 4 1 10 1 25
3 4 6 1 9 2 22

2,1,0 1 1 7 1 3 1 1 14
2 2 5 1 2 1 11
3 1 7 3 2 2 15

2,1,1 1
2 2 2
3

2,1,2 1 1 2 3
2 2 3 6 11
3 2 1 2 5

ZZ 117 117 117 117 117 117 117 819

(N.B. The totals on the bottom row do not include 
the parenthesized frequency numbers)
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The following conclusions emerge from the frequency numbers in table 
6-8. First, the frequencies of identified models seem to be 
relatively stable across the three estimation periods. This can be 
seen e.g. from the subtotals in the column on the far right which 
indicates that within each panel (i.e. for each (p,d,q)) the 
frequencies are relatively evenly distributed across the three 
estimation periods. The largest variation, however, can be found 
for ARIMA(0,1,1), which was identified from 50 time series in the 
first estimation period while the corresponding frequency was only 
37 in the second period. (As can be seen, this variation is mainly 
due to the CSA variable, for which ARIMA(0,1,1) was identified in 
23 and 9 firms in the first and the second estimation period, 
respectively.) Nevertheless, the general tendency of the table is 
that the length of the estimation period has an insignificant effect 
on the identified model structure (the computed chi-square for the 
dependence between the estimation period and model structure was not 
significant at any reasonable level). This finding is consistent 
with the results reported in the above section on optimal smoothing 
coefficients.

Second, in the unrestricted identification including models (0,0,0) 
and (0,1,0) in the feasible model range, the fonner (i.e. the mean 
reverting model) was commonly identified from the COI CNIA and CNIB 
series. E.g. from the CNIA series, this model was found in over 
half of the firms (in 26, 25 and 23 firms) in the three estimation 
periods. Although not quite so high, the frequencies for COI and 
CNIB were at about the same level. The submartingale model (0,1,0) 
was identified from the ASA series in approximately one half of the 
firms (18, 20 and 18 firms in the three estimation periods, 
respectively), and, not so surprisingly, it was also encountered 
with approximately the same frequency in the CSA series. On the
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whole, the results of the unrestricted identification thus lend 
support to the findings from autocorrelation analysis, suggesting 
submartingales for the sales variables and constant processes for 
the cash-based operating and net income variables.

Third, in the restricted identification from the model set with p+q 
> 0, the first order moving average of first differences (0,1,1) was 
most frequently (approximately in a half of the firms) identified 
for the two sales variables, ASA and CSA. Thus, the table shows
that after (0,1,0) the second best model in the Schwarz criterion 
sense contained one additional parameter in the moving average part 
of the first differences. With respect to COI, CNIA and CNIB the 
restricted identification yielded either (1,0,0) or (0,0,1) models, 
as it can be seen from the concentrations of the frequencies to 
these models. Thus, after white noise (0,0,0) the behavior of 
these variables would be best described (in the Schwarz sense) in 
over half of the firms, either by a first order autoregressive or a 
moving average model in the levels of the original variable.

Fourth, any conclusions with respect to the other accrual variables, 
AOI and ANI, are difficult to draw from the table. As can be seen, 
the frequencies for these variables are scattered over a number of 
models so that no major concentrations can be observed in any 
particular model type. Even in the unrestricted identification, the 
submartingale (0,1,0) suggested by the above autocorrelation 
analysis seems to have frequency numbers that are no larger than 4 - 
8 firms or 10% - 20% of the whole sample.

Fifth, as a general tendency, mixed models with p and q > 0 seem to 
be relatively uncommon in the sample. For example, (1,0,1) and 
(1,1,1) models were identified only three times and once,
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respectively, in the restricted identification. An exception 
however, is the mixed model (1,1,2) which was encountered with a 
frequency comparable to the (1,1,0) model (see the subtotals in the 
column on the far right).

When the present identification results are compared with those 
provided in prior studies, benchmarks can be found for the ANI and 
COI variables. The former has previously been modeled from annual 
data at least by Albrecht et al. (1977) and Watts and Leftwich 
(1977), and the latter by Adam (1984) (see the literature review). 
Despite certain differences between their methodology [7] as well as 
between their exact variable definitions [8], table 6-9 below 
suggests that the present identification results contain some common 
tendencies with these prior studies.
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TABLE 6-9i A Comparison of the Frequency Distributions of 
Identified ARIMA Models for Accrual Net Income 
and Cash-Based Operating Income between Some 
Prior Studies and the Present Study

Studies on Accrual Net Income:

ARIMA
P,d,q

(1)Albrecht 
et al. 
(1977) 
fr. %

(2)
Watts and 
Leftwich 
(1977) 

fr. %

(3)
Present 
study 

fr. %
0,0,0 1 2.0 0 0.0 22 18.8
0,1,0 9 18.4 0 0.0 11 9.4
P,d, 0 17 34.7 16 50.0 39 33.3
0,d,q 16 32.7 16 50.0 24 20.5
P,d,q 6 12.2 0 0.0 21 17.9

E 49 100.0 32 100.0 117 100.0

Studies on Cash Operating Income:

(4)
Adam (1984) (5)

Historical Constant Present
ARIMA
P,d,q

cost
fr.

n 
<#
> 
ч dollar CF 

fr. %
study 

f r. %
0,0,0 28 21.9 49 38.3 59 50.4
0,1,0 19 14.8 4 3.1 3 2.6
P,d, 0 66 51.6 62 48.4 30 25.6
0,d,q 15 11.7 13 10.2 10 8.5P,d,q 0 0.0 0 0.0 15 12.8

E 128 100.0 128 100.0 117 100.0

Notes :
(1) See Albrecht et al. (1977, table 1, pp. 230-231); 
the results are based on a sample of 49 firms and an 
estimation period of 26 years.
(2) See Watts and Leftwich (1977, table 3, p. 262) ; the 
results are based on a sample of 32 firms and an 
estimation period of 38 years.
(3) The results are based on the unrestricted identifi­
cation from estimation periods of 25, 28 and 31 years.
(4) See Adam (1984, table 5.1, p. 82 and 5.2, p. 86); 
his results are based on a sample of 64 firms and 
estimation periods of 29 and 30 years. Constant dollar 
cash flows are based on financial statements restated 
at the 1981 price level.
(5) See note (3). As was explained in section 4.3., the 
cash flows in this study were computed from historical 
cost financial statements and the time series were then 
restated at the 1984 price level.
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In regard to the models identified from accrual net income series, 
the upper panel of the table reveals some common tendencies towards 
autoregressive and moving average models in the studies compared. 
These models were encountered in approximately two thirds, all and 
over one half of the identifications performed in the three studies, 
respectively. Furthermore, although a number of mean revertings, 
random walks and mixed models were identified in the present study, 
they were nevertheless relatively infrequent in all of the studies 
compared above. Despite these similarities, however, it should be 
noted that the null hypothesis of identically distributed 
frequencies across the ARIMA classes can be rejected at significance 
levels of under 5 % in all of the three pairwise tests between the 
studies (the chi-square statistics are not reported here).

For the cash-based operating income variable (see the lower panel), 
similarities between Adam's study and the present one can be seen; 
both show a tendency towards mean reverting and autoregressive 
models. Approximately three fourths of all identifications 
performed by Adam for the historical cost cash flow variable fell 
into these model categories as was the case with this study, too. 
Adam identified even a higher proportion (38.3 % + 48.4 % = 86.7 %) 
of these models from constant dollar cash flow series. 
Interestingly, the frequency .distribution of ARIMAs from the 
constant dollar series in Adam's study seems to be closer to that of 
the present study than the distribution of ARIMAs identified from 
historical cost series. Nevertheless, the distributions are not 
identical, because the chi-square tests (not reported) rejected the 
null hypothesis of identical distributions in all pairwise 
comparisons of the three distributions in the lower panel of table
6-9.
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To complete this section, the estimation results of the identified 
ARIMA models will be briefly discussed below. For that purpose, the 
numbers and percentages of significant parameters (at 5 % level) in 
the models identified and estimated from the restricted model range 
are first reported in table 6-10. Thereafter, the results from the 
diagnostic checks of the estimated models are summarized in table 6- 
11.

The percentages of significant parameters appearing in table 6-10 
below reveal that of all estimated parameters in all of the 
estimation periods, approximately one half (54.1 %) were significant 
at the 5 % level (see the bottom row of the lower panel of table 6- 
10), and this proportion seems to have remained stable across all 
three estimation periods (see the percentages 51.8 %, 51.1 % and 
59.4 % in the three periods, respectively). This implies that 
because a large number (almost 50 %) of insignificant parameters 
were included in the estimated models, the use of the Schwarz 
criterion for model identification may have produced an 
overparameterized model set. However, this was not considered to be 
a serious problem for the study and the strategy of dropping the 
insignificant parameters from the estimated models was not selected 
for several reasons.
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TABLE -10: Number of Estimated Parameters (NEP) and Number of
Significant Parameters (NSP) at 5 % Level in ARIMA 
Models Identified and Estimated from the Three 
Estimation Periods

First estimation Second estimation
period period

ARIMA
P,d,q NEP NSP % NEP NSP %
0,0,1 47 16 34.0 52 14 26.9
0,0,2 22 16 72.7 24 19 79.2
1,0,0 61 25 41.0 53 18 34.0
1,0,1 4 2 50.0 2 2 100.0
1,0,2 51 34 66.7 45 32 71.1
2,0,0 14 6 42.9 22 10 45.5
2,0,1 3 1 33.3 6 4 66.7
2,0,2 28 10 35.7 36 16 44.4
0,1,1 50 28 56.0 37 21 56.8
0,1,2 12 9 75.0 22 14 63.6
1,1,0 27 11 40.7 20 6 30.0
1,1,1 0 - - 2 1 50.0
1,1,2 60 36 60.0 75 53 70.7
2,1,0 28 17 60.7 22 10 45.52,1,1 0 - - 6 2 33.3
2,1,2 12 6 ООin 44 17 38.6

£ 419 217 51.8 468 239 51.1

Third estimation All estimation
ARIMA
P,d,q

pej
NEP

triod
NSP %

P<
NEP

ariods
NSP %

0,0,1 48 21 43.8 147 51 34.70,0,2 22 18 81.8 68 53 77.91,0,0 52 17 32.7 166 60 36.11,0,1 0 - ' - 6 4 66.71,0,2 57 44 77.2 153 110 71.92,0,0 22 17 77.3 58 33 56.92,0,1 6 4 66.7 15 9 60.02,0,2 28 17 60.7 92 43 46.7
0,1,1 46 25 54.3 133 74 55.60,1,2 32 19 59.4 66 42 63.61,1,0 19 6 31.6 66 23 34.8
1,1,1 0 - - 2 1 50.01,1,2 66 47 71.2 201 136 67.7
2,1,0 30 23 76.7 80 50 62.5
2,1,1 0 - - 6 2 33.32,1,2 20 8 40.0 76 31 40.8

E 448 266 59.4 1335 722 54.1
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(i) First, the more parsimonious model set including only 
significant autoregressive and/or moving average parts would not 
have been optimal in the Schwarz sense. It was considered important 
to preserve this optimality throughout the study, implying that an 
overparameterized model with a better (lower) Schwarz criterion 
value would be preferable to a more parsimonious one with an 
inferior (higher) criterion value.

(ii) Second, as can be seen from table 6-10, the percentage of 
significant parameters was especially low for models (0,0,1), 
(1,0,0) and (1,1,0) which contain almost 30 percent (147 + 166 + 66 
= 379) of the estimated parameters (1335). However, since each of 
these models already contains only a single parameter in 
autoregressive and moving average parts (p + q = 1), more 
parsimonious models did not exist in the admissible model range of 
the restricted identification. Thus, the dropping of the 
insignificant parameters from these models would not have been 
possible without violating the principle of restricted 
identification according to which p + q Z. 1.

(iii) Third, in the present research design the estimated ARIMA 
models are mainly used as more sophisticated alternatives of the 
naive models for predictive purposes. In that design the 
significance of individual parameters is irrelevant, because 
important conclusions are not drawn from their estimates at any 
stage. Unlike some causal models such as regression models, which 
are frequently used to test the descriptive validity of a priori 
causal hypotheses, the univariate ARIMA models are non-causal in 
that no such a priori hypotheses exist, for example with respect to 
the sign of individual parameter estimates. The significance of 
individual parameters thus remain relatively unimportant in the
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present research context.

Finally, it was necessary to perform ordinary diagnostic checking 
for the estimated ARIMAs in order to determine their feasibility and 
adequacy in the data. To that end, the number of parameter 
estimates outside the admissible region imposed by the stationarity 
and invertibility conditions of ARMA models was counted. In 
addition, the number of estimated ARIMAs with significant Ljung-Box 
Q-statistics for the residuals was counted [9]. When interpreting 
the results of these tests in the following table, it should be 
noted that the insignificance of the Ljung-Box statistic is 
indicative of model adequacy, because no significant autocorrelation 
can then be suspected in the residuals of the estimated model. (To 
save space and because the test results were very similar in the 
three estimation periods, table 6-11 below shows only aggregate 
results from the three periods.)

The test results presented in the table below indicate that 128 of 
the estimated 819 ARIMA models (15.6 %) did not meet the 
requirements imposed by stationarity or invertibilty conditions on 
stationary autoregressive-moving average processes (for a summary of 
these requirements, see e.g. Box and Jenkins, 1976, pp. 176-177). 
As can be seen from the table, the problem was most frequently 
encountered in models (0,0,2), (1,0,2), (2,0,2) and (1,1,2), i.e. in 
models containing two moving-average parameters [10]. However, 
inadmissible parameters were quite unusual in models with p + q = 1 
(that is, in models (0,d,l) and (l,d,0)), which count for 512 (over 
60 %) of all the models identified and estimated in the study; only 
5 models (approximately 1 %) with inadmissible parameter values 
could be found from among them.
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TABLE 6-11s Summary of the Diagnostic Checks of Estimated ARIMAs 
from All Estimation Periods

Inadmissible Inadequate
ARI MA 
Prd,q NEM fr. % fr. %
0,0,1 147 0 0.0 4 2.7
0,0,2 34 20 58.8 0 0.0
1,0,0 166 5 3.0 5 3.0
1,0,1 3 2 66.7 0 0.0
1,0,2 51 25 49.0 7 13.7
2,0,0 29 2 6.9 1 3.4
2,0,1 5 4 80.0 0 0.0
2,0,2 23 15 65.2 3 13.0
0,1,1 133 0 0.0 5 3.8
0,1,2 33 9 27.3 1 3.0
1,1,0 66 0 0.0 4 6.1
1,1,1 1 0 0.0 0 0.0
1,1,2 67 33 49.3 8 11.9
2,1,0 40 2 5.0 2 5.0
2,1,1 2 1 50.0 0 0.0
2,1,2 19 10 52.6 1 5.3

E 819 128 15.6 41 (Л о

Legend :
NEM: Number of estimated models
Inadmissible : Number of models with para­
meter estimates in inadmissible region
Inadequate: Number of models with significant 
Ljung-Box Q-statistic at the 10 % level (see 
note 9)
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It is worthwhile to note that an analysis of the ARIMAs with 
inadmissible parameter estimates revealed that these models were 
evenly distributed across different estimation periods, income 
variables and firms (in the goodness of fit tests (not reported) the 
chi-square statistics were not significant). Consequently, the 
occurrence of inadmissible parameter estimates in ARIMA models 
cannot be attributed to any particular estimation period(s), income 
variable(s) or firm(s).

Indeed, the causes of the observed inadmissibility in the parameter 
estimates are difficult to identify precisely. Especially, it 
remains unclear whether the main source of the problem is 
attributable to the properties (e.g. the non-stationarity) of the 
data or to the (ineffective) estimation method used in this study 
(see note 4 to chapter 5). One can only assume that both of these 
factors may have a role to play in producing the inadmissible 
parameter estimates.

As regards the consequences of the inadmissible parameter estimates, 
what can be done at the very least is not to be overly optimistic 
about the predictive performance of the estimated ARIMA models 
because 16 % of them do no meet their underlying assumption. One 
must also be cautious in interpreting the results of the predictive 
ability tests for ARIMAs (to be reported in section 6.5.) because 
the inadmissible parameter estimates may decrease the relative 
predictive performance of these models. It will also be necessary 
to analyze the sensitiveness of the predictive ability results with 
respect to the ARIMA models including inadmissible parameter 
estimates (see appendix 6-1 to this chapter). In order to put the 
problem into its proper perspective, it can also be seen the other
way round ; because 84 % of the ARIMA models had their parameter
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values in the admissible region, a vast majority of all the 
estimated models did not violate the underlying assumption.

Finally, it can be noted that very little, if any, attention has 
been paid to the problem in the prior studies of the area. There 
are at least the following explanations for this state of the art:
(i) because the problem has not been encountered in prior studies, 
there has been no reason to comment on it; or (ii) the problem has 
been encountered but it has not been recognized. As examples from 
the former category, the studies by Watts and Leftwich (1977) and 
Adam (1984 ) can be mentioned; none of the parameter estimates 
reported in these studies were in the inadmissible region. As an 
example from the latter category, Albrecht et al. (1977) can be 
taken. They report detailed results for 49 ARIMA models (estimated 
from earnings available to common stockholders) and in 12 models (24 
%) the parameter estimates can be found to be in the inadmissible 
region [11]. Thus, what can be concluded is that the current 
percentage (16 %) is far from being exceptionally high.

With respect to model inadequacy (see the column on the far right in 
table 6-11), the estimated ARIMAs did not show any noteworthy 
deficiencies ; in only 5 % of all the models was the Ljung-Box Q- 
statistic significant at the 10 % level of significance [12]. 
Being such a small percentage, which is quite comparable with the 
prior studies referred to above, the problem of model inadequacy 
cannot thus be regarded as a serious problem in this study. 
Moreover, model 'inadequacy' per se only means that the model could 
perhaps be improved by additional parameters. The elimination of 
inadequacy from the models could therefore take place only at the 
cost of parsimony, a course of action that is inconsistent with the 
general philosophy of model building. Finally, it should also be
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noted that inclusion of additional parameters into the inadequate 
models would mean loss of the Schwarz optimality on which the model 
identification was based in this study.

6.4.3. Goodness of Fit of the Time Series Models

The goodness of fit of the competing time series models was examined 
in the three estimation periods with cross-sectional distributions 
of coefficients of determination (R2) and Durbin-Watson (DW) 
statistics. In order to save space and because remarkable 
differences did not occur between individual estimation periods, 
only the pooled results from all three periods are presented in 
table 6-12.

With the remarks and reservations made in note [13], the following 
conclusions can be drawn from the table.

(i) For the accrual and cash-based sales (ASA and CSA) the best 
fitting model proved to be RWWD, as indicated by the quartiles of 
R2. Although the differences in the distributions of R2 are small 
between different models , it can be noted, however, that the low 
DW-statistics in constant models (such as LT) reveal significant 
autocorrelation in their residuals while no such problem can be 
found in submartingales (RW and RWWD). (For the reasons explained in 
note [13], the distributions of R2 for ARIMAs should not be 
compared with other models for the ASA and CSA series.) 
Submartingales are thus clearly superior to constant processes, 
irrespective of whether sales are measured on the accrual or the
cash basis.
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TABLE 6-12: Quartiles of Coefficients of Determination (R1) and 
Durbin-Watson (DW) Statistics for the Time Series 
Models from All Estimation Periods (n = 117)

V Q 
a u 
r a
i r Time Series Model: 
a & t
b i RW RWWD MR LT EWMA ARIMA
1 1
e e R2 DW R2 DW DW R2 DW R2 DW R2 DW
ASA:

Q1 .809 1.38 .835 1.73 0.06 .763 0.51 .808 1.34 .079 1.74
Med .883 1.69 *.899 2.01 0.10 .856 0.74 .873 1.58 .194 1.91
Q3 .924 2.09 .941 2.29 0.18 .915 0.99 .919 1.91 .327 2.00

AOI :
Q1 .160 1.89 .173 1.96 0.26 .391 0.83 .276 1.59 . 189 1.75

Med .492 2.20 .498 2.26 0.49 *.584 1.10 .500 1.82 .321 1.92
Q3 .726 2.49 .732 2.59 0.80 .723 1.54 .730 1.97 .490 2.05

ANI :
Ql -.347 1.82 -.347 1.87 0.52 .047 0.84 -.042 1.57 .118 1.82

Med .122 2.28 .131 2.28 0.86 .234 1.14 .213 1.84 *.304 1.97
Q3 .411 2.66 .417 2.66 1.22 .519 1.72 .502 2.02 .434 2.06

CSA:
Ql .752 1.62 .766 1.87 0.08 .755 0.59 .763 1.53 .039 1.87

Med .849 1.86 *.857 2.14 0.14 .844 0.84 .843 1.76 .221 1.97
Q3 .914 2.34 .927 2.51 0.23 .901 1.15 .908 1.94 .363 2.03

COI:
Ql -1.09 2.62 -1.09 2.62 1.24 .039 1.72 -.132 1.85 .027 1.87

Med -.659 2.85 -.657 2.84 1.65 *.146 2.03 -.046 2.05 .106 1.96
Q3 -.253 3.01 -.249 3.01 2.07 .350 2.38 .114 2.24 .302 2.06

CNIA:
Ql -1.24 2.65 -1.24 2.66 1.61 .017 1.80 -.118 1.87 .008 1.85

Med -.913 2.84 -.912 2.85 1.88 .051 2.09 -.053 2.11 *.123 1.95
Q3 -.621 3.02 -.612 3.03 2.14 . 170 2.35 -.006 2.26 .276 2.01

CNIB:
Ql -.988 2.33 -.983 2.34 1.22 .019 1.44 -.077 1.56 .037 1.85

Med -.555 2.58 -.555 2.59 1.54 .066 1.73 -.048 1.84 *.124 1.95
Q3 -.224 2.88 -.224 2.88 1.90 .179 2.14 .050 2.12 .338 2.01

N.B. For each variable, the highest median R2 across the models 
is preceded by an asterix (*)
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(ii) At the operating income level (AOI and COI), the best fitting 
model in terms of least squared residuals is the simple linear trend 
(LT) whose R2 tends to be higher than in any other model. Despite 
this similarity, the conclusion that the two variables behave in a 
similar manner is quite obviously unwarranted, at least for the 
following reasons.

First, the distribution of the DW-statistics in the LT models 
estimated from AOI series show that autocorrelated residuals can be 
suspected for a large number of series (the median DW is only 1.10, 
indicating that the null hypothesis of independent residuals can be 
rejected in at least half of the series). At the same time, while 
the median R2 statistics of submartingales are almost as high as 
that of linear trend (= .50 versus .58), their DW-statistics are 
much higher (see the medians around 2.2), implying that there is no 
reason to suspect autocorrelation in their residuals. To put it 
somewhat differently: although the LT model is able to fit the AOI 
data slightly better, the submartingales are more 'adequate' because 
their residuals are less autocorrelated.

Second, the different behavior of the accrual and cash-based 
operating income variables is perhaps even more apparent when one 
looks at the quartiles of the R2-statistic of the submartingale 
models. The drastic difference in the coefficients of determination 
indicates unambigiously that while submartingales have a moderate 
fit in accrual operating income series, the fit is very poor in the 
cash-based series. (For example, while the median R2 of RWWD is 
approximately .50 in AOI series, it is as low as -.66 in COI 
series.) Undoubtedly, such a large difference in the fit of the 
submartingale models would not be possible, if the underlying 
processes of these income variables were similar.



6-64

(iii) At the net income level (ANI, CNIA and CNIB), the best fitting 
models in terms of the R2-statistic turned out to be AJRIMAs. 
However, the median R2 of these models is not very high; 
approximately .30 was obtained from the accrual series and only 
about .12 from the two cash-based series (14]. On the whole, the 
estimated ARIMA models thus explained an insignificant proportion of 
the total variance, at least in the cash-based net income series. It 
is also noteworthy that the performance of submartingales is also 
extremely poor in the cash-based net income series (see the negative 
quartiles of R2 ) while their fit is not that bad in the accrual net 
income series (see the positive medians and third quartiles). 
Therefore, the conclusion which was drawn above for the operating 
income variables applies here as well; in terms of the goodness of 
fit, the underlying process of accrual versus cash-based net income 
can hardly be similar.
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6.5. Predictive Ability Results

The results obtained from the analysis of the forecasting 
performance of the estimated time series models will be reported in 
three parts. First, the existence of overall differences in the 
predictive abilities among the time series models are examined in 
section 6.5.1.. Thereafter, the predictive abilities of the best 
performing models are tested pairwise with each of their rivals in 
order to determine the significance of their superiority. The 
results from these pairwise tests are reported in section 6.5.2.. 
Finally, in section 6.5.3. the intertemporal correlations of 
predictive abilities are analyzed in individual firms in order to 
determine the persistence of the relative performance of the models 
over time.

6.5.1. Overall Differences in the Predictive Abilities 
of the Time Series Models

For the reasons explained in chapter 5, the existence of overall 
différencies in the forecasting performance of the time series 
models was tested with the non-parametric Friedman two-way analysis 
of variance (for details of this test, see Siegel, 1956, pp. 166- 
173) .

In order to carry out those tests, a rank order number was first 
assigned to each of the six time series models according to its 
relative forecasting performance so that number 1 was assigned to 
the model with the highest forecasting performance, number 2 to the 
second best model etc., and finally number 6 to the model with the 
least accurate forecasts. In all, these rank order numbers were 
assigned to the models 7371 times, because they were determined 
separately in each firm (39), for each variable (7), with each
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accuracy measure (3), on each forecasting horizon (3), and in each 
prediction period (3). The outcome was a multidimensional rank 
order matrix where each element can be denoted with the following 
variable containing subscripts for each of the six dimensions:

RANK(m,f,v,a,h,p) (6-10)

where m = time series model (1, ..., 6) 
f = firm (1, ..., 39) 
v = income variable ( 1, ..., 7 ) 
a = accuracy measure (1, 2, 3) 
h = forecast horizon (1, 2, 3) 
p = prediction period (1, 2, 3)

As was already noted in chapter 5, the ranking of the time series 
model is identical across different accuracy measures with one- 
period-ahead forecasts, i.e. for each m, f, v and p

RANK(m,f,v,l,l,p) = RANK(m,f,v,2,l,p) = RANK(m,f,v,3,1,p) (6-11)

Consequently, a part of the rank order matrix (22.2 %) was redundant 
and was therefore not used in subsequent analysis.

At the next stage, the following sums of rank order numbers were 
computed over the sample firms separately for each m, v, a, h and p:

39
RANKSUM(m,v,a,h,p) = E RANK(m,f,v,a,h,p) (6-12)

f=l

Now, the existence of differences in the forecasting performance of 
the time series models could be tested separately for each v, a, h 
and p by computing the following test statistic [15]:
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CHI2(v,a,h,P)
12

nk(k+l)
6
E RAMKSUM(m,v,a,h,p)2 

m=l
- 3n(k+l)

(6-13)

where CHI2(v,a,h,p) = the test statistic approximately distri­
buted as chi-square with (5) degrees 
of freedom

n = number of firms = 39 ('number of rows') 
к = number of models = 6 ('number of columns')

Of course, the same tests could be performed simultaneously from all 
three prediction periods (p) by pooling them together. In that 
case, the dimensions of the rank order sums reduce to m, v, a, and 

h:
3

RANKSUM(m,v,a,h) = E RANKSUM(m,v,a,h,p) (6-14)
p=l

while the corresponding test statistic CHI2(v,a,h) becomes three- 
dimensional .

The chi-square statistic can easily be scaled to the size of the 
rank order matrix (i.e. the 'number of rows' times 'number of 
columns’) with the following Kendall coefficient of concordance 
(Siegel, 1956, p. 236):

W(v,a,h(,p)) = CHI2(v,a,h(,p))/[n(k-l)] (6-15)

This coefficient can be shown to vary between zero and one depending 
on the degree of consistence across the 'rows'. In the current 
setting, the coefficient would be equal to one only if the ranking 
of the time series models were exactly the same in all of the sample 
firms (and prediction periods). On the other hand, if there were no 
consistence among the firms at all, the coefficient would be near 
zero, implying that there are no significant differences between the 
predictive abilities of the models.
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The empirical results from the predictive ability analysis using the 
tests briefly described above are summarized separately for each 
income variable (v) in tables 6-13A through 6-13G below. The tables 
contain the average rank order numbers of each time series model 
(m), obtained with each accuracy measure (a), on each forecast 
horizon (h) and in each prediction period (p). These average rank 
orders were computed simply by dividing the respective rank order 
sums (see expression 6-12) by the number of addends (39) in them.

In order to increase readability, the average rank order of the best 
performing model is preceded by an asterix (*) in each prediction 
period and for each accuracy measure if the null hypothesis of no 
differences in the predictive abilities between the models could be 
rejected at a significance level of under 5 %.

Besides the results from each prediction period, the tables also 
give corresponding results from the tests where the periods were 
pooled together. In addition to an asterix (*) having been appended 
to the average rankings of best performing models whenever the null 
hypothesis was rejected, the tables also give the marginal 
significance levels (a) associated with the rejection of the null, 
as well as the Kendall coefficients of concordance (W) from the 
pooled tests. (To save space, the marginal significance levels and 
the coefficients of concordance in individual prediction periods 
were suppressed from the tables.)

Finally, it should also be noted that the test results reported in 
the tables below are based on a sample which includes forecasts from 
ARIMA models containing inadmissible parameter estimates (see table 
6-11 in section 6.4.2. showing that these models account for 
approximately 16 % of the total number of ARIMAs used in the 
predictive ability tests). In order to determine the marginal effect
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of these ARIMA models on the overall predictive ability results, the 
Friedman analysis of variance reported below was repeated (in the 
pooled periods) excluding the cases of inadmissible ARIMAs from the 
tests. These results are reported in appendix 6-1 to this chapter. 
In brief, they show that the proportion of ARIMAs with inadmissible 
parameter estimates was so small that these models had only a 
marginal (if any) effect on the overall predictive ability results.
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TABLE 6-1ЗАs Average Predictive Ability Ranks for
Accrual Sales (ASA)

(H) (A) (M) 1 2 (P)3 1-3 W a
1 ALL RW 2.667 3.282 2.769 2.906 .304 <.001

RWWD *2.615 *2.385 *2.718 *2.573
MR 5.641 5.410 5.385 5.479
LT 3.564 3.487 3.897 3.650
EWMA 2.897 3.615 3.154 3.222
ARIMA 3.615 2.821 3.077 3.171

2 MSB RW 2.872 3.128 2.744 2.915 .294 <.001
RWWD *2.718 *2.385 *2.718 *2.607
MR 5.487 5.462 5.462 5.470
LT 3.205 3.410 3.846 3.487
EWMA 2.923 3.513 3.128 3.188
ARIMA 3.794 3.103 3.103 3.333

2 MAE RW 2.846 3.282 *2.795 2.974 .283 <.001
RWWD *2.821 *2.333 2.821 *2.658
MR 5.487 5.462 5.359 5.436
LT 3.282 3.410 4.000 3.564
EWMA 2.897 3.539 2.872 3.103
ARIMA 3.667 2.974 3.154 3.265

2 ASDE RW 2.923 3.231 *2.692 2.949 .292 <.001
RWWD *2.692 *2.308 2.795 *2.598
MR 5.512 5.462 5.436 5.470
LT 3.103 3.359 3.821 3.427
EWMA 3.000 3.615 3.180 3.265
ARIMA 3.769 3.026 3.077 3.291

3 MSE RW 3.205 3.231 2.897 3.111 .269 <.001
RWWD *2.846 *2.205 *2.667 *2.573
MR 4.974 5.539 5.641 5.385
LT 3.256 3.462 3.615 3.444
EWMA 3.102 3.564 3.282 3.316
ARIMA 3.615 3.000 2.897 3.171

3 MAE RW 3.154 3.231 2.846 3.077 .273 <.001
RWWD *2.846 *2.180 *2.590 *2.539
MR 5.077 5.462 5.590 5.376
LT 3.282 3.462 3.846 3.530
EWMA 3.077 3.590 3.282 3.316
ARIMA 3.564 3.077 2.846 3.162

3 ASDE RW 3.205 3.231 2.795 3.077 .277 <.001
RWWD *2.795 *2.180 *2.667 *2.547
MR 5.077 5.487 5.641 5.402
LT 3.180 3.539 3.795 3.504
EWMA 3.103 3.590 3.128 3.274
ARIMA 3.641 2.974 2.974 3.197

Legend: H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1.); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO
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The predictive ability results for the ASA variable show the 
indisputable superiority of submartingales in predicting corporate 
sales. On all forecasting horizons, with each accuracy measure and 
in each prediction period significant differences could be found 
between the rankings of the time series models, and in each case, 
the submartingale models outperformed other models, as can be seen 
from the average rank order numbers. The results also show that, 
not so surprisingly, the best model tended to be a random walk with 
rather than without a drift term (the only exceptions to this 
general rule can be found in the third period, where the simple RW 
model had the best ranks on the two-year horizon with MAE and ASDE).

The coefficients of concordance (W) are around .27 - .30, which 
indicate that the ranking of the models is far from being identical 
in individual firms and prediction periods. Nevertheless, 
differences in the ranking totals obtained from pooling the 
prediction periods together are very significant (a < 0.1 %) across 
all horizons and measures.

As a conclusion, the predictive ability results for the ASA variable 
fall well in line with the above results from the tests of 
randomness, autocorrelation analysis and estimation results of the 
time series models ; the results consistently suggest that the 
underlying stochastic process of corporate sales could be 
characterized by a submartingale or similar process.
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TABLE 6-13В: Average Predictive Ability Ranks for
Accrual Operating Income (AOI)

(H) (A) (M) 1 2 (P)3 1-3 W a
1 ALL RW 3.026 3.539 *2.872 *3.145 .050 <.001

RWWD 3.359 3.077 3.077 3.171
MR 3.667 4.615 4.590 4.291
LT 3.846 *2.718 3.923 3.496
EWMA 3.487 3.308 3.308 3.368
ARIMA 3.615 3.744 3.231 3.530

2 MSE RW 3.000 3.462 3.026 3.162 .087 <.001
RWWD 2.974 2.846 *2.974 *2.932
MR 3.846 4.794 4.897 4.513
LT 3.795 *2.692 3.410 3.299
EWMA 3.487 3.487 3.487 3.487
ARIMA 3.897 3.718 3.205 3.607

2 MAE RW 3.205 3.615 3.231 3.350 .081 <.001
RWWD *2.897 *2.744 3.205 *2.949
MR 3.795 4.872 4.821 4.496
LT 3.949 *2.744 3.410 3.368
EWMA 3.205 3.359 *3.154 3.239
ARIMA 3.949 3.667 3.180 3.598

2 AS DE RW 2.923 3.462 *3.000 3.128 .081 <.001
RWWD 3.103 2.974 *3.000 *3.026
MR 3.846 4.821 4.872 4.513
LT 3.821 *2.795 3.436 3.350
EWMA 3.487 3.436 3.385 3.436
ARIMA 3.821 3.513 3.308 3.547

3 MSE RW 3.026 3.410 3.026 3.154 .148 <.001
RWWD *3.000 *2.744 *2.897 *2.880
MR 4.385 4.949 5.385 4.906
LT 3.821 2.769 3.205 3.265
EWMA 3.308 3.487 3.051 3.282
ARIMA 3.462 3.641 3.436 3.513

3 MAE RW 2.974 3.462 3.026 3.154 .153 <.001
RWWD *2.897 *2.744 *2.846 *2.829
MR 4.436 5.000 5.282 4.906
LT 3.769 2.795 3.282 3.282
EWMA 3.231 3.410 3.026 3.222
ARIMA 3.692 3.590 3.539 3.607

3 ASDE RW *2.949 3.410 3.026 3.128 .145 <.001
RWWD 3.026 *2.769 2.974 *2.923
MR 4.359 4.974 5.385 4.906
LT 3.949 2.872 3.333 3.385
EWMA 3.231 3.513 *2.923 3.222
ARIMA 3.487 3.462 3.359 3.436

Legends H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1.); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO
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The test results of the AOI variable from the pooled periods also 
reveal a tendency towards the superiority of submartingales; as the 
column on the far right indicates, very significant differences 
could be found in the predictive abilities of the models across all 
horizons and accuracy measures and in each case, a submartingale 
model produced the most accurate forecasts. However, the 
coefficients of concordance are much lower than with the ASA 
variable, indicating the existence of larger differences in the 
rankings between individual firms (and prediction periods).

With respect to individual prediction periods, the dominance of 
submartingales is consistent except in the second period, where the 
linear trend performed best with one- and two-year-ahead forecasts. 
On the three-year horizon, however, the best model once again turned 
out to be RWWD.

In brief, the predictive ability results of the AOI variable support 
the results from the above tests (e.g. autocorrelation analysis); a 
random walk with drift undoubtedly also provides a fairly good 
approximation of the underlying process for the accrual income 
variable at the operating income level.
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TABLE 6-13C: Average Predictive Ability Ranks for
Accrual Net Income (ANI)

(H) (A) (M) 1 2 (P)3 1-3 W a

1 ALL RW 3.231 *2.692 3.026 *2.983 .111 <.001
RWWD 3.205 2.846 *2.923 2.992
MR 4.256 4.641 5.026 4.641
LT 3.667 3.256 3.487 3.470
EWMA 3.410 3.282 3.000 3.231
ARIMA 3.231 4.282 3.539 3.684

2 MSE RW 3.051 2.974 3.180 3.068 .072 <.001
RWWD 3.256 *2.821 *3.026 *3.034
MR 4.000 4.359 4.769 4.376
LT 3.641 3.128 3.205 3.325
EWMA 3.564 3.718 3.051 3.444
ARIMA 3.487 4.000 3.769 3.752

2 MAE RW 3.103 3.103 3.231 3.145 .063 <.001
RWWD 3.333 *2.923 3.077 *3.111
MR 3.846 4.410 4.718 4.325
LT 4.026 3.051 3.410 3.496
EWMA 3.205 3.564 *2.795 3.188
ARIMA 3.487 3.949 3.769 3.735

2 ASDE RW 3.103 2.949 3.256 3.103 .071 <.001
RWWD 3.256 *2.795 *2.923 *2.992
MR 4.051 4.359 4.795 4.402
LT 3.692 3.205 3.308 3.402
EWMA 3.641 3.692 3.205 3.513
ARIMA 3.256 4.000 3.513 3.590

3 MSE RW 3.077 3.103 3.256 3.145 .066 <.001
RWWD 3.077 *2.872 *2.923 *2.957
MR 4.051 4.077 4.846 4.325
LT 3.897 3.180 3.128 3.402
EWMA 3.513 3.795 3.103 3.470
ARIMA 3.385 3.974 3.744 3.701

3 MAE RW 3.154 3.154 3.359 3.222 .055 <.001
RWWD 3.026 *2.923 *2.949 *2.966
MR 4.026 4.205 4.539 4.256
LT 3.872 3.000 3.333 3.402
EWMA 3.590 3.795 3.154 3.513
ARIMA 3.333 3.923 3.667 3.641

3 ASDE RW 3.077 3.128 3.256 3.154 .070 <.001
RWWD 3.000 *2.744 *2.949 *2.897
MR 4.000 4.077 4.923 4.333
LT 3.923 3.205 3.077 3.402
EWMA 3.539 3.821 3.128 3.496
ARIMA 3.462 4.026 3.667 3.718

Legend: H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1. ); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO
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The predictive ability results for accrual net income are very 
similar to those of the AO I variable above; very significant 
differences in the rankings of different models could be found from 
the pooled periods (see the a-column), coefficients of concordance 
(W) are at about the same low level and submartingales tended to 
outperform other models across all horizons and accuracy measures. 
Furthermore, the results from individual prediction periods indicate 
that in most cases the RWWD model produced the most accurate 
forecasts, the only exception being found in the third period where 
the EWMA models performed best on the two-year horizon according to 
the mean absolute error.

On the whole, the test results above are thus consistent with the 
findings from autocorrelation analysis, suggesting a model similar 
to random walk with drift for the behavior of accrual net income 
numbers. It is also evident that although the ARIMA models had, on 
average, the best fit in the estimation periods (see table 6-12), 
they were nevertheless unable to produce accrual net income 
forecasts that would have been any better than those given by the 
simple random walk with drift.
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TABLE 6-13D: Average Predictive Ability Ranks for
Cash Sales (CSA)

(H) (A) (M) 1 2 (P)3 1-3 W a
1 ALL RW 3.051 3.231 2.923 3.068 .282 <.001

RWWD *2.667 *2.410 *2.872 *2.650
MR 5.513 5.641 5.180 5.444
LT 3.000 3.769 3.846 3.539
EWMA 3.026 3.333 2.923 3.094
ARIMA 3.744 2.615 3.256 3.205

2 MSE RW *2.744 3.103 *2.667 *2.838 .274 <.001
RWWD 2.923 *2.590 3.051 2.855
MR 5.410 5.539 5.333 5.427
LT 3.051 3.641 3.846 3.513
EWMA 2.923 3.436 2.897 3.086
ARIMA 3.949 2.692 3.205 3.282

2 MAE RW *2.846 3.359 2.846 3.017 .265 <.001
RWWD 2.923 *2.539 3.103 *2.855
MR 5.436 5.462 5.333 5.410
LT 2.974 3.564 3.846 3.461
EWMA 2.872 3.359 *2.667 2.966
ARIMA 3.949 2.718 3.205 3.291

2 AS DE RW *2.718 3.103 *2.744 2.855 .272 <.001
RWWD 2.897 *2.564 2.949 *2.803
MR 5.410 5.513 5.333 5.419
LT 3.103 3.564 3.821 3.496
EWMA 2.949 3.539 2.923 3.137
ARIMA 3.923 2.718 3.231 3.291

3 MSE RW 2.974 3.231 2.923 3.043 .275 <.001
RWWD *2.949 *2.308 *2.872 *2.709
MR 5.128 5.667 5.513 5.436
LT 3.205 3.462 3.692 3.453
EWMA 3.077 3.744 3.051 3.291
ARIMA 3.667 2.590 2.949 3.068

3 MAE RW 3.103 3.333 3.077 3.171 .273 <.001
RWWD *2.846 *2.333 *2.846 *2.675
MR 5.128 5.667 5.513 5.436
LT 3.128 3.359 3.590 3.359
EWMA 3.051 3.718 3.051 3.274
ARIMA 3.744 2.590 2.923 3.086

3 ASDE RW *2.923 3.256 *2.692 2.957 .282 <.001
RWWD *2.923 *2.308 2.923 *2.718
MR 5.205 5.667 5.513 5.462
LT 3.154 3.436 3.744 3.444
EWMA 3.077 3.821 2.923 3.274
ARIMA 3.718 2.513 3.205 3.145

Legends H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1. ); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO



6-77

As one might expect on the basis of the preceding analysis, the main 
findings from the predictive ability tests for cash sales are very 
similar to those obtained for its accrual counterpart. In each 
individual prediction period as well as in the pooled tests, the 
submartingales were able to outperform other models across most 
forecast horizons and accuracy measures (the only exception to this 
general tendenóy can be found in the third period on the two-year 
horizon with MAE).

Also, the W-statistics are quite comparable to those of accrual 
sales : they are approximately .27 - .28 indicating that the degree 
of consistency across firms (and prediction periods) in the rankings 
of the models is about as high for the CSA variable as for its 
accrual counterpart. Moreover, the null hypothesis of non-existent 
differences in the rank order numbers between different time series 
models could once again be rejected at significance levels of 
under 0.1 % across all horizons and accuracy measures in the pooled 
tests.

Taking into account the similarities in the test results, the main 
conclusion that can be drawn from them for the CSA variable must, of 
course, be the same as for ASA. That is, submartingales (RWWD) 
quite obviously provide the most approximative model of the 
underlying process for cash-based sales, as they do for accrual 
sales, too.
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TABLE 6-13Es Average Predictive Ability Ranks for
Cash Operating Income (COI)

(H) (A) (M) 1 2 (P)3 1-3 W a

1 ALL RW 3.564 3.385 3.410 3.453 .017 .076
RWWD 3.872 3.513 3.692 3.692
MR 3.564 4.077 3.923 3.855
LT 3.615 3.077 3.333 3.342
EWMA 3.077 3.282 3.154 3.171
ARIMA 3.308 3.667 3.487 3.487

2 MSB RW 3.795 3.410 3.436 3.547 .039 <.001
RWWD 3.846 4.051 3.231 3.709
MR 3.769 3.897 4.462 4.043
LT 3.000 3.205 *3.103 3.103
EWMA 3.026 3.077 3.128 *3.077
ARIMA 3.564 3.359 3.641 3.521

2 MAE RW 4.128 3.436 3.513 3.692 .054 <.001
RWWD 3.769 4.308 *3.103 3.727
MR 3.795 3.821 4.462 4.026
LT 3.051 3.333 3.180 3.188
EWMA *2.872 *2.513 3.128 *2.838
ARIMA 3.385 3.590 3.615 3.530

2 ASDE RW 3.795 3.462 3.359 3.539 .038 <.001
RWWD 3.949 3.949 3.308 3.735
MR 3.718 3.949 4.462 4.043
LT 3.077 3.128 *3.077 *3.094
EWMA 3.051 3.231 *3.077 3.120
ARIMA 3.410 3.282 3.718 3.470

3 MSB RW 3.744 3.103 3.282 3.376 .050 <.001
RWWD 3.590 3.897 3.180 3.556
MR 4.026 4.103 4.590 4.239
LT 2.872 3.282 *2.872 *3.009
EWMA 3.436 3.205 3.077 3.239
ARIMA 3.333 3.410 4.000 3.581

3 MAE RW 3.795 3.513 3.180 3.496 .059 <.001
RWWD 3.692 3.692 *3.128 3.504
MR 3.974 4.231 4.718 4.308
LT 2.872 3.051 *3.128 *3.017
EWMA 3.256 *2.974 3.154 3.128
ARIMA 3.410 3.539 3.692 3.547

3 ASDE RW 3.487 3.103 3.308 3.299 .051 <.001
RWWD 3.897 3.846 3.333 3.692
MR 4.051 4.128 4.513 4.231
LT 2.897 3.256 3.128 *3.094
EWMA 3.205 3.282 *2.974 3.154
ARIMA 3.462 3.385 3.744 3.530

Legends H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1. ); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO
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The predictive ability ranks for cash operating income reveal 
remarkable differences from those of its accrual counterpart (AOI) 
examined above. In individual prediction periods, significant 
differences between the rankings of time series models were less 
frequent and, where such differences could be found, the best model 
proved to be either exponentially weighted moving average or linear 
trend (as an exception, RWWD performed best in the third period 
according to MAE). The superiority of these models could also be 
found in the tests from the pooled periods, where EWMA tended to 
produce the most accurate forecasts on one and two-year horizons, 
whereas LT performed best on three-year horizon.

It can also be noted that the coefficients of concordance (W) are 
very low (approximately .02 - .05), implying that large differences 
exist in the rankings of the models in individual firms (and 
prediction periods). Nevertheless, the null hypothesis of 
non-existent differences in the predictive abilities of the time 
series models could be rejected at significance levels of less than 
0.1 % on two and three-year horizons and at 7.6 % on the one-year 
horizon.

In brief, the predictive ability results lend support to the 
existence of differences in the underlying processes of cash-based 
versus accrual operating income variable. While the predictive 
ability tests supported submartingale behavior for the AOI variable, 
the current results suggest a more constant process for COI.
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TABLE б-l3Fs Average Predictive Ability Ranks for
Cash Net Income A (CNIA)

(H) (A) (M) 1 2 (P)3 1-3 W a
1 ALL RW 3.667 3.615 3.641 3.641 .028 .005

RWWD 4.205 4.154 3.795 4.051
MR 3.667 3.128 3.231 3.342
LT 3.282 3.487 3.744 3.504
EWMA *2.846 3.410 3.308 *3.188
ARIMA 3.333 3.205 3.282 3.274

2 MSB RW 3.615 3.846 3.513 3.658 .036 <.001
RWWD 4.205 4.590 3.667 4.154
MR 3.564 3.231 3.205 3.333
LT 3.077 3.180 3.897 3.385
EWMA 3.180 *3.077 3.410 *3.222
ARIMA 3.359 *3.077 3.308 3.248

2 MAE RW 3.744 4.103 3.615 3.821 .037 <.001
RWWD 3.923 4.333 3.744 4.000
MR 3.769 *3.051 3.205 3.342
LT 3.180 3.180 4.077 3.479
EWMA 2.897 *3.051 3.000 *2.983
ARIMA 3.487 3.282 3.359 3.376

2 AS DE RW 3.667 3.923 3.462 3.684 .044 <.001
RWWD 4.282 4.667 3.667 4.205
MR 3.641 3.154 3.205 3.333
LT 3.154 3.231 3.769 3.385
EWMA 3.231 3.180 3.385 3.265
ARIMA *3.026 *2.846 3.513 *3.128

3 MSB RW 3.949 4.026 3.462 3.812 .080 <.001
RWWD 4.564 4.487 4.231 4.427
MR 3.256 3.333 *3.026 3.205
LT 3.897 3.154 4.051 3.368
EWMA *2.872 3.128 3.103 *3.034
ARIMA 3.462 *2.872 3.128 3.154

3 MAE RW 3.769 4.128 3.539 3.812 .064 <.001
RWWD 4.256 4.590 4.026 4.291
MR 3.615 3.231 3.077 3.308
LT *2.872 3.128 4.077 3.359
EWMA *2.872 3.000 *3.051 *2.974
ARIMA 3.615 *2.923 3.231 3.256

3 ASDE RW 4.103 4.026 3.590 3.906 .097 <.001RWWD 4.821 4.513 4.154 4.496MR 3.385 3.333 *2.974 3.231
LT *2.795 3.180 3.923 3.299
EWMA 2.846 3.103 3.205 3.051
ARIMA 3.051 *2.846 3.154 *3.017

Legends H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1.); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO
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The average predictive ability ranks for the first cash net income 
variable (CNIA) are somewhat inconclusive because depending on the 
prediction period, forecast horizon and accuracy measure in 
question, the lowest ranks are scattered over four different models. 
For example, the MR model proves to be best in the third period and 
on the three-year horizon according to MSE and ASDE, the LT model in 
the first period on the three-year horizon according to MAE and 
ASDE, the EWMA model in the first period on the one-year horizon and 
on the three-year horizon according to MSE, and the individually 
identified and estimated ARIMA model in the second prediction period 
on the three-year horizon according to all accuracy measures. 
Despite these inconsistencies it can be noted, however, that 
submartingales (RW and RWWD) did not outperform other models in any 
prediction period, on any forecast horizon, or with any accuracy 
measure.

On the one hand, the test results obtained from the pooled 
prediction periods indicate that submartingales tend to provide the 
least accurate forecasts across all horizons and accuracy measures. 
On the other hand, the EWMA model performed best on all horizons 
according to MSE and MAE, whereas ASDE favored ARIMAs on the two- 
and three-year horizons. It can also be noted that very significant 
differences in the predictive abilities could be found in the pooled 
tests, while the coefficients of concordance remained low.

When the current results for CNIA are contrasted with those obtained 
for the accrual net income variable (ANI), it seems clear that the 
best predicting models for the two variables are different from each 
other; while submartingales do a very good job in predicting 
accrual numbers, they obviously fail to do so in predicting cash- 
based numbers (version A).
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TABLE 6-13G: Average Predictive Ability Ranks for
Cash Net Income B (CNIB)

(H) (A) (M) 1 2 m3 1-3 W a
1 ALL RW 3.539 3.590 3.667 3.598 .030 .004

RWWD 4.128 4.051 4.051 4.077
MR 3.154 2.872 3.282 *3.103
LT 3.282 3.872 3.103 3.419
EWMA 3.410 3.308 3.462 3.393
ARIMA 3.487 3.308 3.436 3.410

2 MSB RW 3.846 3.513 3.590 3.650 .052 <.001
RWWD 4.615 4.026 4.026 4.222
MR *2.821 3.128 2.846 *2.932
LT 3.385 3.436 3.462 3.427
EWMA 3.077 3.256 3.692 3.342
ARIMA 3.256 3.641 3.385 3.427

2 MAE RW 3.744 3.872 3.744 3.786 .042 <.001
RWWD 4.462 4.026 3.744 4.077
MR *2.923 3.231 3.077 *3.077
LT 3.590 3.103 3.744 3.479
EWMA *2.923 3.205 3.256 3.128
ARIMA 3.359 3.564 3.436 3.453

2 ASDE RW 3.846 3.436 3.641 3.641 .052 <.001
RWWD 4.692 3.974 4.051 4.239
MR *2.821 3.308 2.744 *2.957
LT 3.410 3.641 3.436 3.496
EWMA 3.026 3.359 3.641 3.342
ARIMA 3.205 3.282 3.487 3.325

3 MSE RW 4.026 3.641 3.821 3.829 .093 <.001
RWWD 4.897 4.231 4.282 4.470
MR *2.410 3.231 *3.103 *2.915
LT 3.564 3.333 3.308 3.402
EWMA 2.795 3.000 3.385 3.060
ARIMA 3.308 3.564 *3.103 3.325

3 MAE RW 4.000 3.923 3.667 3.863 .068 <.001
RWWD 4.615 4.205 3.872 4.231
MR *2.436 *3.000 3.103 *2.846
LT 3.513 3.487 3.462 3.487
EWMA 3.103 3.026 3.539 3.222
ARIMA 3.333 3.359 3.359 3.350

3 ASDE RW 3.949 3.821 3.795 3.855 .103 <.001
RWWD 5.000 4.308 4.333 4.547
MR *2.436 3.256 3.103 *2.932
LT 3.487 3.205 3.385 3.359
EWMA 2.872 *3.103 3.410 3.128
ARIMA 3.256 3.308 *2.974 3.180

Legend : H = the length of the forecast horizon; A = forecast
accuracy measure (see section 5.4.); M = time series
model (see section 5.2.); P = prediction period (see
section 5.1. ); W = Kendall coefficient of concordance;
a = marginal significance level for rejecting HO
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What was said above about the ability of submartingales to predict 
the first version of cash net income (CNIA) applies to a large 
extent for the second version (CNIB) as well; the test results from 
individual prediction periods and from the pooled periods clearly 
show the inferiority of RW(WD) models, irrespective of the forecast 
horizon or accuracy measure in question.

Compared with CNIA, the results for CNIB are more consistent because 
the lowest average ranks are less scattered over different models. 
For example, the results from the pooled periods consistently 
indicate the superiority of the MR model across all horizons and 
accuracy measures. This model also tended to have lowest ranks in 
individual periods where significant differences could be found 
(exceptions can be found, however, in the second and third period 
where EWMA and ARIMA, respectively, performed best on the three-year 
horizon according to ASDE).

As was the case with COI and CNIA, the coefficients of concordance 
computed from the pooled periods also remain low for CNIB. 
Nevertheless, the chi-square statistics are large enough so that the 
null hypothesis of equal rank order totals between different models 
could be rejected at significant levels across all horizons and 
accuracy measures.

Given these results for CNIB, it can be concluded that the exact 
definition of cash net income (i.e. whether it is calculated after 
total investments or after replacements only), does not play a 
crucial role in determining the relative predictive ability of 
submartingales. The current results clearly suggest that, contrary 
to accrual net income, the predictive ability of submartingales is 
very poor for cash-based net income variables, irrespective of the 
treatment of investment outlays in their definitions.
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6.5.2. Pairwise Tests of Best Performing Models with Their Rivals

The Friedman two-way analysis of variance reported in the preceding 
section revealed significant differences between the predictive 
abilities of the tested time series models for all income variables, 
in most prediction periods, on most forecast horizons and with most 
forecast accuracy measures. Each time the null hypothesis of non­
existent differences in the predictive abilities could be rejected, 
the average rank order number of the best performing model (in the 
sense of lowest average rank) was marked with an asterix (*) in 
tables 6-13A through 6-13G above. The rationale for interpreting 
the model with the lowest average rank being the 'best performing' 
model was based on the notion that should the chi-square statistic 
be large enough to warrant rejecting the null hypothesis, the rank 
order totals (on which the average ranks were based) would be the 
best indicators of the true relative performance of the objects 
analyzed, in this case the time series models (see Siegel 1956, p. 
238) .

It should be noted, however, that although significant differences 
could be found in the Friedman tests, they were in a sense 'overall' 
differences because all of the six models were tested 
simultaneously. Conseguently, it remained unclear whether the 'best 
performing' model would also be significantly superior to each of 
its rivals when compared pairwise with them. (Note that in many 
cases the differences in the average rank orders of the best and the 
second best models in tables 6-13A through 6-13G were quite small, 
thus giving rise to suspicion that the differences between the 
models, when tested pairwise, might well be insignificant.)

In order to obtain some insight into this issue, the predictive 
abilities of the 'best performing' model achieving the lowest
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average rank across all firms and prediction periods (see the pooled 
column 1-3 in tables 6-13A through 6-13G above) were tested pairwise 
with each rival model, using the binomial test (for details of this 
test, see Siegel, 1956, p. 36-42). For that purpose, the following 
rank order differences were computed for each 'best' model (BM), 
with each of its rival model (RM Ф BM), in each firm (f), for each 
income variable (v), with each accuracy measure (a), on each horizon 
(h) and in each prediction period (p)s

RANKDIF(RM-BM,f,V,a,h,p) = RANK(RM,f,v,a,h,p) - RANK(BM,f,V,a,h,p)
(6-16)

Now, the sign of the RANKDIF(...) variable indicates the relative 
performance of the 'best' model vis-a-vis its rivals a positive sign 
indicates the superiority of BM over RM^^while a negative sign 

indicates the opposite.

The numbers of positive and negative signs in the RANKDIF(...) 
variables were then computed across all firms (39) and prediction 
periods (3), thus giving a sample of 117 observations for each test. 
However, because the tests were performed separately for each rival 
model (5), for each variable (7), with each accuracy measure (3) and 
on each forecast horizon (3), the total number of binomial tests was 
245 (note that the tests on the one-year horizon were performed with 
one accuracy measure only). The following tables 6-14A through 6- 
14G below report the results of these tests.
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TABLE 6-14A: Pairwise Predictive Ability Tests for
Accrual Sales (ASA)

(n = 117)
(H) (A) (BM) (RM) + a
1 ALL RWWD RW 74 43 .003

MR 107 10 <.001
LT 76 41 <.001
EWMA 71 46 .013
ARIMA 73 44 .005

2 MSB RWWD RW 70 47 .021
MR 108 9 <.001
LT 74 43 .003
EWMA 70 47 .021
ARIMA 75 42 .001

2 MAE RWWD RW 67 50 .069
MR 106 11 <.001
LT 76 41 <.001
EWMA 70 47 .021
ARIMA 72 45 .008

2 ASDE RWWD RW 70 47 .021
MR 107 10 <.001
LT 73 44 .005
EWMA 73 44 .005
ARIMA 75 42 .001

3 MSE RWWD RW 77 40 <.001
MR 105 12 <.001
LT 73 44 .005
EWMA 76 41 <.001
ARIMA 70 47 .021

3 MAE RWWD RW 78 39 <.001
MR 103 14 <.001
LT 74 43 .003
EWMA 78 39 <.001
ARIMA 72 45 .008

3 ASDE RWWD RW 77 40 <.001
MR 106 11 <.001
LT 74 43 .003
EWMA 76 41 <.001
ARIMA 71 46 .013

Legend :
H = the length of the forecast horizon 
A = forecast accuracy measure 

BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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In brief, the test results for the ASA variable appearing in table 
6-14A give strong support to the contention that the simple RWWD 
model is indeed able to outperform each of its rivals in terms of 
predictive ability; the null hypothesis of equal forecast accuracy 
between RWWD and other models could be rejected at (very) 
significant levels across all forecast horizons and accuracy 
measures in all of the pairwise tests. In particular, it can be 
noted that the RWWD model consistently proved to beat the constant 
process with drift (the LT model) implying that, according to the 
predictive ability criterion, the submartingale model undoubtedly 
provides a superior approximation of the underlying stochastic 
process for accrual sales.
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TABLE 6-14B: Pairwise Predictive Ability Tests for
Accrual Operating Income (AOI)

(n = 117)
(H) (A) (BM) (RM) + a

1 ALL RW RWWD 62 55 >.10
MR 76 41 <.001
LT 64 53 >.10
EWMA 65 52 >.10
ARIMA 67 50 .069

2 MSE RWWD RW 64 53 >.10
MR 85 32 <.001
LT 66 51 .098
EWMA 71 46 .013
ARIMA 73 44 .005

2 MAE RWWD RW 66 51 .098
MR 83 34 <.001
LT 67 50 .069
EWMA 69 48 .032
ARIMA 72 45 .008

2 ASDE RWWD RW 61 56 >.10
MR 82 35 <.001
LT 65 52 >.10
EWMA 68 49 .048
ARIMA 70 47 .021

3 MSE RWWD RW 65 52 >.10
MR 93 24 <.001
LT 66 51 .098
EWMA 70 47 .021
ARIMA 71 46 .013

3 MAE RWWD RW 71 46 .013
MR 94 23 <.001
LT 66 51 .098
EWMA 67 50 .069
ARIMA 73 44 .005

3 ASDE RWWD RW 65 52 >.10
MR 93 24 <.001
LT 68 49 .048
EWMA 64 53 >.10
ARIMA 70 47 .021

Legend :
H = the length of the forecast horizon 
A = forecast accuracy measure 
BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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The results for the AOI variable reveal that the submartingale 
models are able to generate more accurate operating income forecasts 
than most other models in a significantly large number of cases.

Anomalies to this general tendency can be found, however, with 
respect to the LT and EWMA models e.g. with one-year-ahead forecasts 
which were more accurately generated by the simple random walk in 
an insignificantly larger number of cases.

It can also be noted that the MSE and ASDE measures could not 
significantly discriminate between the submartingales (RW and RWWD) 
on any horizon. Therefore, in case these measures are the most 
valid surrogates of a decision maker's loss function, it remains 
unclear whether a random walk with or without drift provides a 
better model for predicting accrual operating income.
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TABLE 6-14Ct Pairwise Predictive Ability Tests for
Accrual Net Income (ANI)

(n = 117)
(H) (A) (BM) (RM) + a
1 ALL RW RWWD 56 61 >.10

MR 87 30 <.001
LT 67 50 .069
EWMA 69 48 .032
ARIMA 74 43 .003

2 MSB RWWD RW 65 52 >.10
MR 81 36 <.001
LT 58 59 >.10
EWMA 69 48 .032
ARIMA 74 43 .003

2 MAE RWWD RW 58 59 >.10
MR 78 39 <.001
LT 63 54 >.10
EWMA 66 51 .098
ARIMA 73 44 .005

2 AS DE RWWD RW 64 53 >.10
MR 83 34 <.001
LT 61 56 >.10
EWMA 71 46 .013
ARIMA 73 44 .005

3 MSE RWWD RW 66 51 .098
MR 81 36 <.001
LT 63 54 >.10
EWMA 71 46 .013
ARIMA 75 42 .001

3 MAE RWWD RW 67 50 .069
MR 80 37 <.001
LT 63 54 >.10
EWMA 72 45 .008
ARIMA 73 44 .005

3 ASDE RWWD RW 68 49 .048
MR 83 34 <.001
LT 61 54 >.10
EWMA 75 42 .001
ARIMA 76 41 <.001

Legends
H = the length of the forecast horizon 
A = forecast accuracy measure 
BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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Test results for the accrual net income variable (ANI) reveal that 
the frequency of submartingales outperforming most of their rivals 
was significantly larger than could be expected under the null 
hypothesis.

An exception to this general finding was encountered in tests with 
the LT model on the two and three-year horizons, where the frequency 
of the superiority of submartingales was not large enough to allow 
rejection of the null with any accuracy measure (in fact, LT and 
RWWD performed equally well on the two-year horizon according to 
MSE). However, the previous year's accrual net income numbers 
tended to provide more accurate forecasts for the following year 
with significantly (a = 7 % ) larger frequency than the linear trend 
model.

Similarly to the AOI variable examined above, the tests were not 
able to discriminate between random walks with and without drift on 
one and two-year horizons with any accuracy measure. Contrary to 
AOI however, significant (a < 10 %) test results favoring the 
performance of the drift version could be found at the net income 
level on the three-year horizon with all measures.
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TABLE 6-14D: Pairwise Predictive Ability Tests for
Cash Sales (CSA)

(H) (A) (BM) (RM)

Il 
i

C
 + 

1

117)
a

1 ALL RWWD RW 72 45 .008
MR 107 10 <.001
LT 72 45 .008
EWMA 69 48 .032
ARIMA 72 45 .008

2 MSE RW RWWD 53 64 >.10
MR 108 9 <.001
LT 68 49 .048
EWMA 75 42 .001
ARIMA 66 51 .098

2 MAE RWWD RW 63 54 >.10
MR 107 10 <.001
LT 69 48 .032
EWMA 62 55 >.10
ARIMA 67 50 .069

2 ASDE RWWD RW 64 53 >.10
MR 107 10 <.001
LT 69 48 .032
EWMA 65 52 >.10
ARIMA 69 48 .032

3 MSE RWWD RW 74 43 .003
MR 104 13 <.001
LT 72 45 .008
EWMA 71 46 .013
ARIMA 64 53 >.10

3 MAE RWWD RW 79 38 <.001
MR 106 11 <.001
LT 69 48 .032
EWMA 71 46 .013
ARIMA 64 53 >.10

3 ASDE RWWD RW 71 46 .013
MR 107 10 <.001
LT 70 47 .021
EWMA 70 47 .021
ARIMA 66 51 .098

Legends
H = the length of the forecast horizon 
A = forecast accuracy measure 
BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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Taking into account the similarities in the behavior of accrual and 
cash-based sales found in the tests that have been reported in 
preceding sections, it is not surprising that the current pairwise 
predictive ability tests also gave similar findings between the two 
variables. In other words, the RWWD model was once again able to 
beat most, if not all, of its rivals across all horizons and most 

accuracy measures.

Contrary to the findings for accrual sales, however, a few anomalies 
could be found for its cash-based counterpart. According to the MAE 
and ASDE measures, forecasts provided by EWMA were not significantly 
inferior to those of RWWD on the two-year horizon (note that very 
significant differences could be found with MSB), and on the three- 
year horizon ARIMA provided forecasts almost as accurate as RWWD 
according to the MSB and MAE criteria.

Another difference between the results for ASA and CSA can be found 
in tests on the two-year horizon. While the results for ASA 
revealed significant differences between the two versions of 
submartingales consistently across all horizons and measures (see 
table 6-14A), such differences could not be found for the CSA 
variable in table 6-14D on the two-year horizon. This is somewhat 
mysterious, because the null hypothesis could be rejected at (very) 
significant levels in tests performed both on the one and three-year
horizons.
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TABLE 6-14E: Pairwise Predictive Ability Tests for
Cash Operating Income (COI)

(n = 117)
(H) (A) (BM) (RM) + - a
1 ALL EWMA RW 68 49 .048

RWWD 70 47 .021
MR 71 46 .013
LT 57 60 >.10
ARIMA 65 52 >.10

2 MSB EWMA RW 74 43 .003
RWWD 70 47 .021
MR 77 40 <.001
LT 49 68 .048
ARIMA 72 45 .008

2 MAE EWMA RW 85 32 <.001
RWWD 72 45 .008
MR 89 28 <.001
LT 54 63 >.10
ARIMA 70 47 .021

2 AS DE LT RW 66 51 .098
RWWD 67 50 .069
MR 77 40 <.001
EWMA 67 50 .069
ARIMA 63 54 >.10

3 MSB LT RW 62 55 >.10
RWWD 63 54 >.10
MR 82 35 <.001
EWMA 73 44 .005
ARIMA 70 47 .021

3 MAE LT RW 61 56 >.10
RWWD 59 58 >.10
MR 87 30 <.001
EWMA 71 46 .013
ARIMA 71 46 .013

3 ASDE LT RW 60 57 >.10
RWWD 64 53 >.10
MR 80 37 <.001
EWMA 68 49 .048
ARIMA 68 49 .048

Legend :
H = the length of the forecast horizon 
A = forecast accuracy measure 
BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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Pairwise tests for the EWMA and LT models provided some inconclusive 
results with respect to their predictive superiority over rivals in 
predicting the COI variable. For example, EWMA was not able to 
significantly outperform ARIMA with one-year-ahead forecasts, nor 
did LT on the two-year horizon according to ASDE. Moreover, the 
three-year-ahead forecasts of the LT model were not significantly 
superior to those of submartingales with any accuracy measure.

However, when contrasted with corresponding results obtained for the 
accrual variable (see table 6-14B), the results fall well in line 
with the preceding analysis, suggesting that submartingales are much 
better descriptions for AOI than for COI.

This is because, e.g. on the one and two-year horizons 
submartingales were inferior to EWMA or LT with significant 
frequency in predicting COI (see table 6-14E), whereas the opposite 
tended to occur with AO I predictions (e.g. RWWD was significantly 
superior to LT and EWMA on the two-year horizon with MSE and ASDE 
when AOI was predicted, see table 6-14B). Furthermore, while RWWD 
also beat the LT model with significant frequency with the three- 
year-ahead forecasts for AOI (table 6-14B), LT showed a 
(insignificant) tendency to outperform submartingales with three- 
year-ahead forecasts of COI (table 6-14E). On the whole, the 
pairwise tests for COI are thus congruent with the preceding 
suggestions obtained in this study with respect to dissimilarities 
between the accrual and cash-based variables at the operating income
level.



6-96

TABLE 6-14F: Pairwise Predictive Ability Tests for
Cash Net Income A (CNIA)

(n = 117)
(H) (A) (BM) (RM) + a

1 ALL EWMA RW 71 46 .013
RWWD 72 45 .008
MR 57 60 >.10
LT 68 49 .048
ARIMA 61 56 >.10

2 MSB EWMA RW 71 46 .013
RWWD 75 42 .001
MR 54 63 >.10
LT 67 50 .069
ARIMA 58 59 >.10

2 MAE EWMA RW 83 34 <.001
RWWD 74 43 .003
MR 65 52 >.10
LT 70 47 .021
ARIMA 61 56 >.10

2 ASDE ARIMA RW 72 45 .008
RWWD 75 42 .001
MR 67 50 .069
LT 61 56 >.10
EWMA 61 56 >.10

3 MSE EWMA RW 80 37 <.001
RWWD 84 33 <.001
MR 54 63 >.10
LT 73 44 .005
ARIMA 56 61 >.10

3 MAE EWMA RW 77 40 <.001
RWWD 85 32 <.001
MR 57 60 >.10
LT 73 44 .005
ARIMA 62 55 >.10

3 ASDE ARIMA RW 79 38 <.001
RWWD 82 35 <.001
MR 67 50 .069
LT 62 55 >.10
EWMA 59 58 >.10

Legend s
H = the length of the forecast horizon 
A = forecast accuracy measure 
BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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The results of the pairwise tests for the first version of cash net 
income (CNIA) clearly show the poor ability of submartingales in 
predicting this variable; e.g. the EWMA model significantly 
outperformed RW and RWWD with the MSE and MAE measures across all 
forecasting horizons. Furthermore, the individually identified and 
estimated ARIMA models were able to provide more accurate CNIA 
forecasts than submartingales on the two and three-year horizons 
according to ASDE. These results are thus in sharp contrast with 
those obtained for the accrual counterpart (ANI), for which RW and 
RWWD models performed significantly better than EWMA and ARIMA (see 
table 6-14C) .

Table 6-14F for CNIA also reveal that significant differences 
between EWMA and ARIMA could not be found on any horizon with any 
accuracy measure; neither could such differences be found between 
EWMA and MR with MSE and MAE on any horizon, nor between ARIMA and 
LT on two- and three year horizons according to ASDE. Therefore, the 
results with respect to the predictive performance of EWMA and ARIMA 
with each other as well as with constant processes (MR and LT) 
remain inconclusive.
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TABLE 6-14G: Pairwise Predictive Ability Tests for
Cash Net Income B (CNIB)

(n = 117)
(H) (A) (BM) (RM) + a
1 ALL MR RW 69 48 .032

RWWD 71 46 .013
LT 63 54 >.10
EWMA 71 46 .013
ARIMA 65 52 >.10

2 MSE MR RW 70 47 .021
RWWD 73 44 .005
LT 71 46 .013
EWMA 73 44 .005
ARIMA 72 45 .008

2 MAE MR RW 79 38 <.001
RWWD 68 49 .048
LT 70 47 .021
EWMA 59 58 >.10
ARIMA 66 51 .098

2 ASDE MR RW 70 47 .021
RWWD 72 45 .008
LT 72 45 .008
EWMA 73 44 .005
ARIMA 69 48 .032

3 MSE MR RW 77 40 <.001
RWWD 80 37 <.001
LT 71 46 .013
EWMA 67 50 .069
ARIMA 66 51 .098

3 MAE MR RW 76 41 <.001
RWWD 77 40 <.001
LT 74 43 .003
EWMA 76 41 <.001
ARIMA 66 51 .098

3 ASDE MR RW 78 39 <.001
RWWD 80 37 <.001
LT 77 40 <.001
EWMA 68 49 .048
ARIMA 62 55 >.10

Legend :
H = the length of the forecast horizon;
A = forecast accuracy measure 
BM = 'best' model with lowest average rank 
RM = rival model
+ = number of times 'best' model better 
- = number of times rival model better 
a = marginal significance level for rejecting

HO (there is no difference in the forecasting 
ability of 'best' and rival models) in 
the binomial test
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The results for the second version of cash net income (CNIB) confirm 
the preceding results for the first version (CNIA) in that 
submartingales are, indeed, very poor predictors of cash-based net 
income numbers, irrespective of the forecast horizon or accuracy 
measure in question, because the simple MR model was able to 
outperform (very) significantly the RW and RWWD models across all 
horizons and measures.

It can also be noted that the MR model also tended to outperform 
most of its other rivals in predicting the CNIB variable; this was 
the case e.g. with respect to two- and three-years-ahead forecasts 
when the MSE criterion was used as an accuracy measure.

However, the superiority of the MR model remains insignificant when 
tested e.g. against ARIMA with one-year-ahead forecasts, against 
EWMA on the two-year horizon with MAE, and against ARIMA on the 
three-year horizon according to ASDE. Nevertheless, on horizons 
longer than one year the MR model was significantly better than the 
other variant of constant process, viz. the linear trend model. This 
is somewhat surprising because one might expect a model including a 
drift to improve or at least to maintain its performance relative to 
a non-drift version as the length of the forecasting horizon 
increases. Contrary to that intuitively appealing expectation, 
however, the results in table 6-14G show that when tested against 
MR, the relative performance of the drift version (LT) was worse on 
longer horizons than on the one-year horizon.
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The preceding analysis of the existence of overall differences 
between the predictive power of the time series models (see the 
Friedman tests reported in section 6.5.1.) revealed some common 
tendencies across all three prediction periods. For example, it was 
found that submartingale models tended to be superior predictors of 
accrual-based income at all income measurement levels (i.e. the 
sales, operating income and net income levels), irrespective of the 
particular prediction period in question (i.e. 1976-78, 1979-81, 
1982-84), whereas models of a more constant type (EWMA, LT, MR) 
outperformed submartingales in predicting cash-based income at the 
operating and net income levels.

It should be recognized that the temporal persistence of the results 
noted above was based on cross-sectional evidence obtained from the 
average rank order numbers of the competing time series models 
computed over the sample firms. The purpose of this section is to 
provide additional insight into the persistence of relative 
predictive abilities of the time series models by examining the 
degree to which the rankings of the models in individual firms 
remained unchanged over time.

The motivation behind this analysis is two-fold. First, it may 
provide some evidence for the role firm-specific factors play as 
determinants of underlying processes. On the one hand, insofar as 
the a3 and a4 factors (see 1-1) are of the persistent type (i.e. 
they show only a little variation over time) and if they are at the 
same time of primary importance in determining the underlying 
process at the firm level, then the ranking of the models vis-a-vis 
each other should remain unchanged in consecutive periods. On the

6.5.3. Persistence of Relative Predictive Abilities
in Individual Firms
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other hand, if the intertemporal correlation in the model ranking is 
low, it would be an indication either of the unimportance and/or 
temporal variation of the firm-specific a3- and a4-factors.

Another reason for analyzing the persistence of model ranking in 
individual firms is provided by more pragmatic motives. If there 
proved to exist a high dependence in the model ranking over time, 
then information of past relative performance of the models could be 
used to predict their forecasting performance in subsequent periods. 
Of course, such a finding would be valuable for managerial purposes 
aiming at forecasting income numbers in individual firms.

The persistence of relative predictive performance of the time 
series models was examined with the Spearman rank correlation 
analysis (for details of the computation and use of the Spearman 
rank correlation coefficient, see Siegel, 1956, pp. 202-213). For 
that purpose, the correlation coefficients of model rankings between 
prediction periods 1 and 2 as well as between periods 2 and 3 were 
computed in each firm (f), for each variable (v), with each accuracy 
measure (a) and on each forecast horizon (h):

к
6 £ RANKDIF(m,f,v,a,h,p)2
m=l

SPEARMAN(f,V,a,h,p) = 1 - --------------------------- (6-17)
(к к к) - к

where
к = number of time series models (= 6)
RANKDIF(m,f,v,a,h,p) =
RANK(m,f,v,a,h,l) - RANK(m,f,v,a,h,2) for rank correlation

between periods 1 and 2
RANK(m,f,v,a,h,2) - RANK(m,f,v,a,h,3) for rank correlation

between periods 2 and 3
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The results from the Spearman rank correlation analysis described 
above appear in the following tables 6-15A and 6-15B for 
correlations between the first and the second prediction period and 
between the second and the third period, respectively. For the sake 
of brevity, the table reports the distributions of the rank 
correlation coefficients estimated for the mean square error (MSB) 
only, because the results from using the other two measures (MAE and 
ASDE) proved to be very similar to those of MSB, and therefore gave 
little, if any, additional insight into the main issue regarding 
persistence of relative predictive abilities in individual firms 

[16].

Besides the information of the quartiles of rank order correlations 
for each income variable and each forecast horizon, the tables also 
give the number of firms (out of 39) in which the estimated 
correlation coefficient was significantly positive at the 5 % level. 
(Since six time series models were ranked, the estimated rank order 
correlation should be equal to or greater than +.829 in order to be 
significant at the 5 % level in a one-tail test.) Furthermore, for 
each variable and horizon the number of firms in which the estimated 
correlation was positive was counted. The null hypothesis of equal 
numbers of firms with positive and negative correlations was then 
tested with the binomial test and the marginal significance level 
for rejecting the null appears in the column on the far right in 
tables 6-15A and 6-15B.
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TABLE 6-15A: Distributions of the Spearman Rank Correlation 
Coefficients between the Rankings of the Time 
Series Models in the First and the Second 
Prediction Period According to Mean Square Error 
(MSE)

(n =39)
(V) (H) Q1 Med Q3 Signif. Posit. a
ASA 1 .085 .371 .600 6 33 <.001

2 -.028 .428 .771 6 29 .002
3 .085 .542 .714 3 31 <.001

AO I 1 -.142 .085 .485 4 22 >.10
2 -.257 .028 .600 4 21 >.10
3 -.200 .085 .657 4 20 >.10

ANI 1 -.428 .142 .542 3 23 >.10
2 -.371 .142 .542 0 21 >.10
3 -.314 .314 .657 3 24 .100

CSA 1 .085 . 257 .485 3 33 <.001
2 -.028 .371 .771 4 29 .002
3 .085 .428 .828 7 30 <.001

COI 1 -.485 .142 .600 3 24 .100
2 -.485 .142 .771 6 20 >.10
3 -.428 .085 .600 3 21 >.10

CNIA 1 -.600 .028 .657 5 20 >.10
2 -.428 .142 .542 2 24 .100
3 -.485 . 371 .771 6 24 .100

CNIB 1 -.657 .085 .771 3 20 >.10
2 -.371 .085 .600 2 21 >.10
3 -.600 .142 .600 0 20 >.10

Legend :
V = variable
H = the length of the forecast horizon 
Q1 = first quartile rank order correlation 
Med = median rank order correlation 
Q3 = third quartile rank order correlation 
Signif. = number of significantly positive rank order 

correlations at 5 % level (one-tail test) 
Posit. = number of positive rank order correlations 
a = marginal significance level for rejecting HO 

(there is no difference in the numbers of 
positive and negative rank correlations) 

in the binomial test
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TABLE 6-15B: Distributions of the Spearman Rank Correlation 
Coefficients between the Rankings of the Time 
Series Models in the Second and the Third 
Prediction Period According to Mean Square Error 
(MSB)

(n =39)
(V) (H) Q1 Med Q3 Signif. Posit. a

ASA 1 -.085 .371 .600 7 29 .002
2 .085 .314 .600 4 30 <.001
3 .085 .314 .771 6 33 <.001

AO I 1 -.371 .142 .542 1 21 >.10
2 -.142 .142 .600 5 26 .027
3 -.085 .257 .771 5 28 .005

ANI 1 -.028 .314 .771 5 29 .002
2 .028 .257 .600 3 30 <.001
3 .142 .485 .657 5 32 <.001

CSA 1 .028 .371 .771 5 31 <.001
2 .085 .485 .771 5 32 <.001
3 .200 .485 .828 8 35 <.001

COI 1 -.428 .371 .600 4 25 .054
2 -.428 .257 .600 3 23 >.10
3 -.257 .085 .485 5 23 >.10

CNIA 1 -.771 -.085 .600 2 18 >.10
2 -.600 -.085 .428 1 17 >.10
3 -.600 -.142 .428 1 16 >.10

CNIB 1 -.657 -.200 .600 2 16 >.10
2 -.657 -.371 .485 1 13 .027
3 -.600 .314 .657 3 24 .100

Legends 
V = variable
H = the length of the forecast horizon 
Q1 = first quartile rank order correlation 
Med = median rank order correlation 
Q3 = third quartile rank order correlation 
Signif. = number of significantly positive rank order 

correlations at 5 % level (one-tail test) 
Posit. = number of positive rank order correlations 
a = marginal significance level for rejecting HO 

(there is no difference in the numbers of 
positive and negative rank correlations) 

in the binomial test
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The main findings from the test results appearing in the above 
tables are as follows.

First, the correlations of model rankings between consecutive 
prediction periods proved to be high neither in a large majority of 
individual firms (see the third quartiles which did not, in general, 
exceed .6 - .7 for most income variables and horizons) nor on 
average (see the medians around .1 - .3). Furthermore, the number of 
firms with significantly positive rank order correlations was rather 
small (approximately 3 - 4 firms or 10 % of the whole sample), 
showing that those cases in which the persistence of time series 
models was significant, are exceptions rather than a rule. On the 
whole, the low degree of correlation between model rankings over 
time suggests that there is not much to be gained from the 
information of past ranking of time series models in individual 
firms; it seems clear that it is very difficult to predict with high 
accuracy the future relative performance of time series models vis- 
a-vis each other with the knowledge of how they have performed in 
the past.

Another finding emerging from the tables is that, although the rank 
order correlations proved to be insignificant in most firms, the 
number of positive correlations was significantly greater than the 
number of negative correlations for some variables and horizons (see 
e.g. the results for ASA, AOI, ANI and CSA in table 6-15B). The 
conclusion from this would be that the firm-specific factors (a3 and 
a4) are indeed existent and play some role in determining the 'best' 
underlying processes in the predictive ability sense at the 
individual firm level. However, it should be noted that because the 
positiveness of the estimated correlations is not very high in the 
vast majority of firms, the role of the firm-specific determinants
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is far from being decisive, or if decisive, they exhibit 
considerable variation over time. Taken into account that the firm- 
specific factors may include e.g. firm size, growth, capital 
intensity, competitive capacity, cost structure, type of control, 
investment behavior etc. (see the general omega-model), the 
explanation that the low temporal persistence in the ranking of the 
models might be due to high variation in these factors, is not very 
obvious [17]. Consequently, the more likely explanation remains an 
indecisive (although existent) effect of those factors.

Interestingly, the current results of the importance of firm- 
specific determinants fall in line with the preceding results from 
an entirely different test design (see section 6.2., table 6-5A), 
where the relative importance of economic factors was found to be 
most prominent at the sales and operating income levels while they 
turned out to be insignificant at the net income level. In terms of 
the medians, tables 6-15A and 6-15B are congruent with that finding 
because higher correlation exists between model rankings at the 
sales than at the net income level. Moreover, for the cash-based 
variables, model rankings tended to be higher at the operating 
income level than at the net income level. The fact that this was 
not the case in ranking the models for the accrual operating and net 
income variables (i.e. the median rank correlation turned out to be 
higher for ANI than for AOI), is not so surprising because the role 
of the economic determinants relative to accounting determinants 
quite obviously is smaller under accrual accounting than under the 
cash accounting system.

Finally, as an interesting anomaly one can note the slight tendency

towards negative rank correlations for the cash-based net income

variables in table 6-15B. In particular, the significant number of
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firms with negative correlation in the model rankings for the CNIB 
variable on the two-year horizon is noteworthy; contrary to the 
general tendency, the ranking of the predictive abilities of time 
series models on this horizon in the third prediction period seem to 
be reverse of what it was in the second period. (A similar, although 
statistically insignificant result was also obtained for CNIA). 
Whether this anomaly is a reflection of 'true' reverse in the 
relative predictive abilities of the models or whether it is more 
attributable to a statistical sampling error remains, however, an 
unanswered question.
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6.6. Summary of the Empirical Results

The main findings from the empirical inquiry reported in this 
chapter can be summarized as follows :

6.1. Tests of randomness: Results from the distribution-free tests 
with numbers of turning points and difference-signs revealed that 
the null hypothesis of randomness could be rejected in the vast 
majority of firms for the accrual and cash-based sales (ASA and CSA, 
respectively), and in approximately half of the firms for the 
accrual operating and net income variables (AOI and ANI, 
respectively). In contrast with these results, the tests of the 
cash-based operating and net income variables (COI, CNIA and CNIB) 
revealed that the null hypothesis of randomness could not be 
rejected in the vast majority of firms at any significant level. 
Furthermore, when the numbers of turning points and difference-signs 
of the accrual-based variables were compared with their cash-based 
counterparts in individual firms, it was found that the number of 
firms in which the deviation from randomness was larger for the 
accrual variable than for its cash-based counterpart, was 
significantly larger than the number of firms in which the behavior 
of the accrual variable was more random than its cash-based 
counterpart. This result was consistent across all levels of income 
measurement (i.e. sales, operating income and net income) in both of 
the distribution-free tests.

Besides the distribution-free tests, the degree of randomness in the 
income variables was further examined by autocorrelation analysis of 
original, detrended and differenced time series data. The broad 
tenor of these results supported the distribution-free tests 
because the accrual variables (ASA, AOI and ANI) and the cash-based
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sales (CSA) tended to be more autocorrelated than the cash-based 
operating and net income variables (COI, CNIA and CNIB). To be more 
exact, the estimated autocorrelation functions suggested that, on 
average, the underlying process of all accrual variables as well as 
cash-based sales might be something like a submartingale (random 
walk (with drift)), while the mechanism for the behavior of the 
cash-based operating income and especially the cash-based net income 
variables presumably might be much better described by a more 
constant process (a mean reverting or a linear trend model). Also, 
pairwise comparisons of first lag autocorrelation in the accrual 
vis-a-vis cash-based variables suggested that the number of firms 
with a higher autocorrelation in the former was significantly larger 
than the number of firms with a higher autocorrelation in the 
latter. Consistent with the distribution-free tests, this result 
was obtained across all income measurement levels.

In brief, the test results reported in section 6.1. suggest the 
following:

* Successive changes in the accrual income variables 
(sales, operating income and net income) as well as in the 
cash-based counterpart of accrual sales tend to be random,
i.e. next year's growth (decline) cannot be predicted on 
the basis of the growth (decline) observed this year.
* As regards the behavior of cash-based operating and net 
income, successive changes in these variables tend to be 
negatively correlated, i.e. a large growth (decline) this 
year tends to be followed by a decline (growth) next year.

6.2. Cross-sectional dependences in the degree of randomness and
tests of the theoretical models: Cross-sectional correlations 
between the (first order) autocorrelations of accrual and cash-based 
income variables turned out to be very high and very significant at 
the sales level, moderate and significant at the operating income 
level while insignificant correlations near zero were obtained at
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the net income level. As a conclusion, the importance of economic 
factors versus accounting factors proved to be lower the lower 
income was measured, a finding that is consistent with the 
intuitively appealing expectation of more profound effect of the 
(accrual) accounting system on the bottom row than on the top row of 
an income statement.

The tests of the theoretical models of serial dependence 
(autocorrelation) in cash-based sales, accrual operating income and 
cash-based operating income indicated that the models might contain 
some descriptive validity. This was shown in three ways: first, the 
cross-sectional correlations between the autocorrelations predicted 
by the theoretical models and the empirical estimates turned out to 
be significantly positive (.8 - .9); second, the theoretical models 
quite correctly predicted a larger autocorrelation for accrual 
operating income than for its cash-based counterpart in the vast 
majority (79 %) of the sample firms; and third, the prediction of 
the theoretical models that a lower autocorrelation might be 
expected for accrual operating income than for accrual sales turned 
out to be descriptively valid in virtually all (97 %) of the sample 
firms.

In brief, the test results of section 6.2. suggest the following:

* If accrual sales are highly (lowly) autocorrelated in a 
particular firm, then it is very likely that its cash- 
based counterpart is also highly (lowly) autocorrelated.
* If accrual operating income is highly (lowly) 
autocorrelated in a particular firm, then it is likely that 
its cash-based counterpart is also highly (lowly) 
autocorrelated.
* If accrual net income is highly (lowly) autocorrelated in 
a particular firm, then it remains uncertain whether its 
cash-based counterpart is highly (lowly) autocorrelated.
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* The effect of the accrual accounting system on the 
autocorrelation of income variables is more profound the 
lower the income is measured vertically in the income 
statement.
* The theoretical models for autocorrelation in income 
variables at sales and operating income levels turned out 
to contain some descriptive validity.

6.3. Tests of stationarity: The tests of the equality of the means 
and variances estimated separately from the first and the second 
half of the differenced time series data showed that while the null 
hypothesis of equal means could not be rejected in most firms, the 
behavior of all income variables turned out to be heteroscedastic in 
a majority of the firms.

These findings have at least the following implications. First, the 
equality of means of the first differences provide an ex-post 
rationalization for the inclusion of linear trend models instead of 
non-linear (e.g. quadratic) trends into the competing model set. 
Second, the inequality of variances fall in line with the findings 
from autocorrelation analysis suggesting submartingale-type models 
for the accrual-based variables as well as for cash-based sales. On 
the other hand, the observed heteroscedasticity was inconsistent 
with the basic assumption of constant processes suggested by 
autocorrelation analysis for the cash-based operating and net income 
variables. Furthermore, from a methodological point of view the 
observed heteroscedasticity suggested that a logarithmic 
transformation rather than the original form of the time series data 
should be used for model estimation purposes. However, such a 
transformation was not applied in subsequent model estimation, 
primarily because of the frequent negative observations in the data 
and because prior empirical evidence in the literature shows that 
logarithmic transformation applied to accounting earnings time
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series has not been able to increase the predictive ability of 
estimated time series models.

In brief, the test results reported in section 6.3. suggest the 
following s

* While average differences observed in the income 
variables do not increase or decrease significantly over 
time, the dispersion of differences tends to increase over 
time. This finding was obtained at all income measurement 
levels for both the accrual and cash-based variables 
(expressed at a uniform purchasing power of money).

6.4, Estimation results: The distributions of the optimal smoothing 
coefficients of the exponentially weighted moving average models 
(EWMA) showed that, as could be expected from the results of the 
preceding sections, the median coefficients estimated for the ASA, 
AOI, ANI and CSA variables were clearly higher (around .60 - .95) 
than those obtained for COI CNIA and CNIB (approximately .15). 
Although the broad tenor of these results falls in line with the 
tentative suggestions provided in preceding sections, some 
inconsistency was found in the parameter estimates of the AOI and 
ANI variables; higher values would have been expected insofar as the 
underlying process of these variables were of a pure submartingale 
type.

The identification results of the ARIMA models revealed that in the 
unrestricted identification where submartingales and mean reverting 
(white noise) processes were included in the feasible model range, 
the former were identified from the time series of the accrual and 
cash-based sales and the latter from the time series of cash-based 
operating and net income in approximately one half of the firms. In 
the restricted identification, excluding the submartingale and white 
noise processes, first order moving average models in first
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differences (0,1,1) were most frequently identified for the sales 
variables (ASA and CSA), and first order autoregressive models in 
the levels (1,0,0) for the accrual operating and net income 
variables (AOI and ANI). For the cash-based operating and net income 
variables (COI, CNIA and CNIB) the most frequently identified models 
(restricted identification) turned out to be first order moving 
averages (0,0,1) and autoregressives (1,0,0) in the levels. It was 
also found that the (unrestricted) identification results for the 
ANI and COI variables showed some tendencies common with prior 
results in the literature. Finally, while on average one half of all 
estimated parameters of the ARIMA models proved to be insignificant 
at the 5 % level, the diagnostic checks of the residuals revealed 
that for 15 % of all ARIMA models estimated in the study 
inadmissible parameter estimates were obtained and for 5 % of the 
models inadequacy could be suspected. Being such small percentages, 
the inadmissibility of parameter estimates and the inadequacy of the 
identified model structures were not considered to be an overly 
serious problem in the study.

When the goodness of fit of the competing time series models was 
examined in the estimation periods, submartingales (random walk with 
drift) showed superior fit in the ASA and CSA series, the linear 
trend models in the AOI and COI series, and individually identified 
ARIMAs in the ANI, CNIA and CNIB series. Consistently with the 
results of the preceding sections, it was also found that the fit of 
submartingales in the cash-based operating and net income series 
(COI, CNIA and CNIB) was very poor, indeed.

In brief, the test results provided in section 6.4. give the 
following suggestions:
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* Random walk models (with drift) had a superior fit in the 
accrual and cash-based sales series, a linear trend in the 
accrual and cash-based operating income series, and 
individually identified ARIMA models in the accrual and 
cash-based net income series.
* Random walk models (with or without drift) had an 
extremely poor fit in the cash-based operating and net 
income series.

6.5. Predictive ability results: The tests of the existence of 
overall differences between the predictive abilities of different 
time series models gave positive results ; the null hypothesis of 
non-existent differences among the competing models could be 
rejected for most variables, in most prediction periods, with most 
forecast accuracy measures and on most lengths of forecast horizons. 
The average rank order numbers computed across the sample firms and 
across the prediction periods revealed that submartingales (RWWD) 
did the best job of predicting all accrual variables (ASA, AOI and 
ANI) as well as cash-based sales (CSA) on all forecast horizons 
irrespective of the accuracy measure in question. However, time 
series models of the more constant type such as mean reverting, the 
linear trend and exponentially weighted moving average models were 
able to generate more accurate forecasts of the cash-based operating 
and net income variables (COI, CNIA and CNIB) than the submartingale 
models. Since the pairwise tests of the competing models also gave 
support to the general finding noted above, it can be concluded that 
the broad tenor of the predictive ability tests was quite consistent 
with the tentative suggestions provided in the early sections of the 
chapter.

Consistently with the findings of prior studies, the predictive

ability results provided here lend little support to the usefulness

of the univariate Box-Jenkins approach in forecasting income

variables, irrespective of the income measurement level and of the
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accounting system. Presumably, the main reasons for the inefficiency 
of the Box-Jenkins methodology are attributable to the problems 
relating to the time series data; at the same time it was too short 
(to enable reliable estimation of the parameters), and too long (to 
avoid structural changes). Although a number of adjustments was 
applied to the data in order to mitigate the problems of structural 
changes, it turned out, however, that they were inadequate to 
improve the usefulness of the Box-Jenkins methodology.

Finally, the low persistence in the rankings of the time series 
models in individual firms revealed that the relative forecasting 
ability of the models in future prediction periods cannot, in 
general, be accurately predicted by analyzing their past 
performance. Nevertheless, the slight tendency towards positive rank 
correlations observed between consecutive prediction periods can be 
explained by the existence of firm-specific determinants of the 
underlying processes.

In brief, the predictive ability tests reported in section 6.5. 
suggested the following:

* A random walk (with drift) model provides the best 
predictions for the accrual sales, operating income and net 
income variables as well as for cash-based sales.
* Random walk models (with or without drift) were clearly 
outperformed by mean reverting, linear trend or 
exponentially weighted moving average models in predicting 
the cash-based operating and net income variables.
* The Box-Jenkins approach to forecasting income variables 
remains a futile exercise in terms of predictive ability.
* The best forecasting model in an individual firm cannot 
be determined by observing the performance of the model 
candidates in the past.
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NOTES TO CHAPTER 6:

[1] See Anderson (1976, p. 6) who notes that, in practice, 
autocovariances and hence autocorrelation coefficients should not be 
computed for lags greater than N/4. Since the length of the time 
series data used in this study is over 30 observations (years), the 
estimation of the autocorrelation function at the first six lags 
seemed justified.
[2] The proof that autocorrelations estimated from the first 
differences of original variables are equal to the autocorrelations 
estimated from the first differences of the residuals obtained from 
regressing the original variables on time (years) is straight­
forward. Assume that the following linear trend is estimated for an 
original variable X(t):

X(t) = ß0 + ßl t + e(t)
where ß0 and ßl = constant parameters

e(t) = residual from the linear trend
Since e(t) = X(t) - ß0 - ßl t and e(t+l) = X(t+1) - ß0 - ßl (t+1), 
then the first difference of the residual is:

e(t+l) - e(t) = X(t+1) - X(t) - ßl
Because this holds true with all t, it can be seen that the series 
of the first differences of the residuals is equal to the series of 
the first differences of the original variable minus a constant 
(ßl). Of course, autocorrelations estimated from the two series are 
identical.
[3] However, it may be argued that differencing alone is not 
sufficient to remove non-stationarity in the variance 
(heteroscedasticity) of a series (see Nelson 1973, p. 58; Asp 1979, 
p. 260). Note also that when applying (4-2) we have already used a 
particular transformation which has removed a major part of the non- 
stationarity from the raw (nominal) time series data. Nevertheless, 
it is necessary to examine the extent of remaining non-stationarity 
in the transformed data.
[4] This approach has been suggested by Makridakis (1974b) who 
recommends its use for analyzing stationarity in the variance. See 
also Watts and Leftwich (1977) who examined the stationarity of 
residuals of estimated ARIMA models with this method.
[5] Ball and Watts (1972) assigned the rank orders to different 
coefficient values according to mean absolute error computed over 
the estimation period. They note, however, (on p. 675) that "mean 
absolute error gives almost identical results to those of mean 
square error (unreported)".
[6] For example, the effect of the methodological differences 
between the studies could have been controlled by repeating the 
preceding analysis of optimal smoothing coefficients following the 
procedures of Ball and Watts (1972) in every single detail.
[7] For example, although not exactly reported, the prior studies 
compared here presumably employed the original Box-Jenkins
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methodology for model identification. As was stated in section 
5.3., the Schwarz criterion was used in this study for that purpose.
[8] For example, the operating cash flow analyzed by Adam (1984 ) was 
defined after tax, while the current COI variable has been defined 
before tax because taxes are regarded as financing rather than 
operating flows in this study. The primary reason for this 
interpretation is that the final tax amount is basically determined 
by the profitability of business operations, not vice versa (c.f. 
the costs of e.g. raw materials, which affect the profitability of 
operations). Note also that dividends are comparable to taxes in 
this sense because they undoubtedly are financing rather than 
operating outflows and are jointly determined by the profitability 
of the firm and its dividend policy. One can also argue that taxes 
are not operating outflows because they are not costs relating to 
the use of production factors (raw materials, work, energy) and are 
therefore not related to the production function of a firm, nor to 
any other functional area of business operations (e.g. marketing and 
administration).
[9] The Ljung-Box Q-statistic is computed as follows (Ljung and Box, 
1978, p. 298) i

M
Q = N(N+2)[ В 1/(N-j) r(j)*]

j = l
where N = the number of observations used to estimate the model

r(j) = the jth lag autocorrelation of the residual series 
M = the number of lags used to compute Q, for example 

M = min [N/2;3/N]
As can be seen from the above expression, Q is a summary measure of 
the first M residual autocorrelations indicating the degree to which 
the estimated model has been succesful in absorbing the serial 
dependence from the time series data. Consequently, if the Q- 
statistic is not significant the estimated model is adequate in the 
sense that there is no significant serial dependence in the 
residuals. It can also be noted that the Ljung-Box Q statistic is a 
modified version (for small samples) of the original portmanteau 
test statistic, the Box-Pierce Q (see Box and Jenkins, 1976, p.
291). Saikkonen (1985) has compared the properties of time domain 
tests (such as the preceding one) with some frequency domain tests 
also applicable for diagnostic checking of time series models. He 
showed that the former (time domain tests) are superior to the 
latter because the frequency domain tests "have extremely poor 
asymptotic properties; their asymptotic relative efficiency (ARE) 
with respect to the Box-Pierce test turns out to be zero" (ibid., 
pp. 3-4).
[10] As shown by Box and Jenkins (1976, p. 70), the invertibility 
conditions for the second order moving average process are

(i) -1 < 62 < 1
(ii) 02+01 < 1
(iii) 02-01 < 1

It may be worthwhile to note here that, in the current data, the 
violation of admissible region typically occurred with respect to 
the third condition (iii). The typical case was that the estimate



6 - 118

of 91 was significantly negative and smaller than -1, while the 
estimate of 02 was insignificant and near zero.
[11] For the numbers of inadmissible parameter estimates in the 
studies referred, see Albrecht et al. (1977, table 1, pp. 230-231), 
Watts and Leftwich (1977, table 3, p. 262) and Adam (1984, tables 
A1-A9, pp. 140-159).
[12] Note that the significance level of 10 % was selected for the 
adequacy tests in order to preserve "conservatism" in these tests.
[13] With respect to table 6-12, the following remarks should be 
made s
First, for each series and each model, the coefficient of 
determination (R2) was computed with the conventional formula (1 
sum of squared residuals/total sum of squares), which gives rise to 
a few notesi (i) In case of the mean reverting model (MR), the 
coefficient is, of course, equal to zero and the R2-column has 
therefore been suppressed from the table for that model. (ii) If the 
fit of a model is extremely bad, the sum of squared residuals may 
exceed the total sum of squares, and hence the coefficient of 
determination can take negative values. (See e.g. the distribution 
of R2 of the RW model for COI, CNIA and CNIB.) The use of the symbol 
R2 may seem somewhat misleading in these cases but, nevertheless, it 
was used in the table, because it is the standard symbol for the 
purpose. (Hi) Because the ARIMA models for ASA and CSA were 
estimated from the first differences in most firms (97 %), the
coefficients of determination of these models are not comparable to 
to other models for these variables.
Second, the Durbin-Watson statistics of different models are not, 
strictly speaking, comparable to each other because the number of 
"explanatory variables" (k) varies across the models. Also, the DW- 
statistic has not been tabulated for к = 0, and therefore exact 
critical values for the MR model were not available. Nevertheless, 
as an approximate benchmark at the 5 % level, the following critical 
values for к = 1 and n = 25 can be used : d(L) = 1.29 and d(U) = 
1.45. These critical values also serve as useful benchmarks for the 
ARIMA models, because in a majority of these models (62.5 %) the 
number of "explanatory variables" was equal to one.
[14] Note that for the ANI variable the distribution of the R2-
statistic of ARIMA models are based on a sample containing 80 (68
%) series estimated from the levels and 37 (32 %) series estimated 
from the first differences, see table 6-8. The first, second and 
third quartiles of R2 from the levels series only were .124, .349
and .465, respectively. The quartiles shown in table 6-12 are thus 
biased downwards due to the effect of differencing. Similar problem 
does not occur, however, in the quartiles for CNIA and CNIB, because 
virtually all ARIMAs (95 - 97 %) were estimated from the levels of 
these variables.
[15] Strictly speaking, the null hypothesis underlying the Friedman 
test is that the rank order numbers of different 'columns' come from 
the same population (Siegel, 1956, p. 166). Since the time series 
models are in different 'columns' in the current test design, the 
null hypothesis that there is no difference in the rank orders 
across 'columns' is equivalent to saying that there is no difference 
in the predictive abilities of the time series models.
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[16] The test results from using the MAE and ASDE measures are 
available from the author by request.
[17] For example, it is unlikely that any of the sample firms was 
able to duplicate or triplicate its size or essentially change its 
capital intensity, cost structure, type of control, or any other 
firm-specific factor within three years.
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APPENDIX 6-1 : An Analysis of the Effect of Inadmissible Parameter 
Estimates in ARIMA Models on the Overall Predictive 
Ability Results

As was reported in section 6.4.2. (see table 6-11), the Gauss-Newton 
algorithm used in this study for estimating the final parameter 
values for ARIMA models produced 128 models (15.6 %) in which the 
parameter estimates did not meet the stationarity and invertibility 
requirements of linear autoregressive-moving average processes.

In order to see the marginal effect of these ARIMA models on the 
overall predictive ability results, the Friedman analysis of 
variance for overall differences in the predictive abilities of the 
time series models (see section 6.5.1., tables 6-13A through 6-13G) 
was repeated, excluding the cases in which the ARIMA models had 
inadmissible parameter estimates. The results from these tests are 
reported separately for each variable, for each forecasting horizon 
and for each forecast accuracy measure in tables APP6-1A through 
APP6-1G below. For comparative purposes, the tables also give the 
respective results including the inadmissible cases.

The legend of the symbols used in the tables below are as follows;

H = the length of the forecast horizon (years)
A = forecast accuracy measure 
M = time series model
APAR = average predictive ability rank (computed 

across firms and prediction periods)
R = rank of the time series model according to APAR 
W = Kendall coefficient of concordance 
a = marginal significance levels for rejecting HO: 

there is no overall difference between the pre­
dictive abilities of the time series models

In brief, the broad tenor of the test results supports the 
contention that the inclusion of the ARIMA models with inadmissible 
parameter estimates has an insignificant effect on the overall
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predictive ability tests. This can be seen in the marginal 
difference which the inclusion of those models has (i) on the 
average predictive ability ranks; (ii) on the ranking of the time 
series models on the. basis of average predictive ability ranks; 
(iii) on the Kendall coefficient of concordance; and (iv) on the 
marginal significance level for rejecting HO, all of which remain 
virtually unchanged between inclusion and exclusion of inadmissible 
ARIMAs. However, it can be seen from the direction of the change in 
the APAR statistics that the relative predictive performance of the 
ARIMA models with inadmissible parameter estimates is inferior to 
the performance of the models with admissible parameter estimates. 
This is because the APAR statistics turned out to be consistently 
slightly better when inadmissible ARIMAs were excluded than when 
they were included. Nevertheless, the marginal changes in the test 
statistics remain negligible for each variable, on each forecasting 
horizon and with each accuracy measure.
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TABLE APP6-1A: Average Predictive Ability Ranks (APAR) for Accrual
Sales (ASA) Excluding and Including Cases (17) with
Inadmissible Parameter Estimates in ARIMAs

Inadmissible ARIMAs Inadmissible ARIMAs
excluded (n = 100) included (n = 117)

(H) (A) (M) APAR (R) W a APAR (R) W a
1 ALL RW 2.920 2 .316 <.001 2.906 2 .304 <.001

RWWD 2.520 1 2.573 1
MR 5.480 6 5.479 6
LT 3.760 5 3.650 5
EWMA 3.250 4 3.222 4
ARIMA 3.070 3 3.171 3

2 MSE RW 2.890 2 .298 <.001 2.915 2 .294 <.001
RWWD 2.590 1 2.607 1
MR 5.460 6 5.470 6
LT 3.620 5 3.487 5
EWMA 3.180 3 3.188 3
ARIMA 3.260 4 3.333 4

2 MAE RW 2.970 2 .291 <.001 2.974 2 .283 <.001
RWWD 2.640 1 2.658 1
MR 5.450 6 5.436 6
LT 3.640 5 3.564 5
EWMA 3.090 3 3.103 3
ARIMA 3.210 4 3.265 4

2 ASDE RW 2.920 2 .294 <.001 2.949 2 .292 <.001
RWWD 2.590 1 2.598 1
MR 5.460 6 5.470 6
LT 3.550 5 3.427 5
EWMA 3.250 4 3.265 3
ARIMA 3.230 3 3.291 4

3 MSE RW 3.160 3 .273 <.001 3.111 2 .269 <.001
RWWD 2.550 1 2.573 1
MR 5.390 6 5.385 6
LT 3.430 5 3.444 5
EWMA 3.380 4 3.316 4
ARIMA 3.090 2 3.171 3

3 MAE RW 3.140 3 .277 <.001 3.077 2 .273 <.001
RWWD 2.520 1 2.539 1
MR 5.390 6 5.376 6
LT 3.480 5 3.530 5
EWMA 3.380 4 3.316 4
ARIMA 3.090 2 3.162 3

3 ASDE RW 3.110 2 .279 <.001 3.077 2 .277 <.001
RWWD 2.550 1 2.547 1
MR 5.410 6 5.402 6
LT 3.510 5 3.504 5
EWMA 3.300 4 3.274 4
ARIMA 3.120 3 3.197 3
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TABLE APP6-1B: Average Predictive Ability Ranks (APAR) for Accrual
Operating Income (AOI) Excluding and Including Cases
(26) with Inadmissible Parameter Estimates in ARIMAs

Inadmissible ARIMAs Inadmissible ARIMAs
excluded (n = 91) included (n = 117 )

(H) (A) (M) APAR (R) W a APAR (R) W a
1 ALL RW 3.044 l .060 <.001 3.145 1 .050 <•001

RWWD 3.121 2 3.171 2
MR 4.319 6 4.291 6
LT 3.637 5 3.496 4
EWMA 3.418 3 3.368 3
ARIMA 3.462 4 3.530 5

2 MSE RW 3.110 2 .095 <.001 3.162 2 .087 <.001
RWWD 2.868 1 2.932 1
MR 4.550 6 4.513 6
LT 3.429 3 3.299 3
EWMA 3.495 4 3.487 4
ARIMA 3.550 5 3.607 5

2 MAE RW 3.275 3 .088 <.001 3.350 3 .081 <.001
RWWD 2.890 1 2.949 1
MR 4.528 6 4.496 6
LT 3.517 4 3.368 4
EWMA 3.242 2 3.239 2
ARIMA 3.550 5 3.598 5

2 ASDE RW 3.033 2 .093 <.001 3.128 2 .081 <.001
RWWD 2.956 1 3.026 1
MR 4.550 6 4.513 6
LT 3.484 4 3.350 3
EWMA 3.407 3 3.436 4
ARIMA 3.571 5 3.547 5

3 MSE RW 3.132 2 .158 <.001 3.154 2 .148 <.001
RWWD 2.879 1 2.880 1
MR 4.967 6 4.906 6
LT 3.734 5 3.265 3
EWMA 3.231 3 3.282 4
ARIMA 3.418 4 3.513 5

3 MAE RW 3.143 2 .155 <.001 3.154 2 .153 <.001
RWWD 2.857 1 2.829 1
MR 4.934 6 4.906 6
LT 3.385 4 3.282 4
EWMA 3.176 3 3.222 3
ARIMA 3.506 5 3.607 5

3 ASDE RW 3.055 2 .160 <.001 3.128 2 .145 <.001
RWWD 2.912 1 2.923 1
MR 4.956 6 4.906 6
LT 3.528 5 3.385 4
EWMA 3.154 3 3.222 31 ARIMA 1 3.396 4 3.436 5
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TABLE APP6-1C: Average Predictive Ability Ranks (APAR) for Accrual
Net Income (ANI) Excluding and Including Cases (22)
with Inadmissible Parameter Estimates in ARIMAs

Inadmissible ARIMAs Inadmissible ARIMAs

(H) (A) (M)
excluded (n = 95)
APAR (R) W a

included (n = 117)
APAR ( R ) W a

1 ALL RW 2.990 1 .113 <.001 2.983 1 .Ill <.001
RWWD 3.053 2 2.992 2
MR 4.705 6 4.641 6
LT 3.411 4 3.470 4
EWMA 3.263 3 3.231 3
ARIMA 3.579 5 3.684 5

2 MSE RW 3.095 1 .073 <.001 3.068 1 .072 <.001
RWWD 3.105 2 3.034 2
MR 4.453 6 4.376 6
LT 3.295 3 3.325 3
EWMA 3.495 4 3.444 4
ARIMA 3.558 5 3.752 5

2 MAE RW 3.179 1 .062 <.001 3.145 2 .063 <.001
RWWD 3.190 2 3.111 1
MR 4.400 6 4.325 6
LT 3.453 4 3.496 4
EWMA 3.242 3 3.188 3
ARIMA 3.537 5 3.735 5

2 ASDE RW 3.105 2 .076 <.001 3.103 2 .071 <.001
RWWD 3.042 1 2.992 1
MR 4.474 6 4.402 6
LT 3.379 3 3.402 3
EWMA 3.558 5 3.513 4
ARIMA 3.442 4 3.590 5

3 MSE RW 3.232 2 .066 <.001 3.145 2 .066 <.001
RWWD 3.042 1 2.957 1
MR 4.400 6 4.325 6
LT 3.284 3 3.402 3
EWMA 3.590 5 3.470 4
ARIMA 3.453 4 3.701 5

3 MAE RW 3.253 2 .059 <.001 3.222 2 .055 <.001
RWWD 3.074 1 2.966 1
MR 4.347 6 4.256 6
LT 3.284 3 3.402 3
EWMA 3.611 5 3.513 4
ARIMA 3.432 4 3.641 5

3 ASDE RW 3.221 2 .071 <.001 3.154 2 .070 <.001
RWWD 2.968 1 2.897 1
MR 4.400 6 4.333 6
LT 3.274 3 3.402 3
EWMA 3.611 5 3.496 4
ARIMA 3.526 4 3.718 5
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TABLE АРРб-lDs Average Predictive Ability Ranks (APAR) for Cash
Sales (CSA) Excluding and Including Cases (19) with
Inadmissible Parameter Estimates in ARIMAs

Inadmissible ARIMAs Inadmissible ARIMAs
excluded (n = 98) included (n = 117)

(H) (A) (M) APAR (R) W a APAR (R) W a

1 ALL RW 3.082 2 .284 <.001 3.068 2 .282 <.001
RWWD 2.561 1 2.650 1
MR 5.408 6 5.444 6
LT 3.653 5 3.539 5
EWMA 3.153 4 3.094 3
ARIMA 3.143 3 3.205 4

2 MSE RW 2.857 2 .271 <.001 2.838 2 .274 <.001
RWWD 2.837 1 2.855 1
MR 5.418 6 5.427 6
LT 3.531 5 3.513 5
EWMA 3.163 3 3.086 3
ARIMA 3.194 4 3.282 4

2 MAE RW 3.020 2 .258 <.001 3.017 3 .265 <.001
RWWD 2.847 1 2.855 1
MR 5.388 6 5.410 6
LT 3.500 5 3.461 5
EWMA 3.031 3 2.966 2
ARIMA 3.214 4 3.291 4

2 ASDE RW 2.878 2 .267 <.001 2.855 2 .272 <.001
RWWD 2.786 1 2.803 1
MR 5.398 6 5.419 6
LT 3.520 5 3.496 5
EWMA 3.214 4 3.137 3
ARIMA 3.204 3 3.291 4

3 MSE RW 3.071 3 .272 <.001 3.043 2 .275 <.001
RWWD 2.765 1 2.709 1
MR 5.418 6 5.436 6
LT 3.459 5 3.453 5
EWMA 3.357 4 3.291 4
ARIMA 2.929 2 3.068 3

3 MAE RW 3.163 3 .270 <.001 3.171 3 .273 <.001
RWWD 2.704 1 2.675 1
MR 5.418 6 5.436 6
LT 3.408 5 3.359 5
EWMA 3.296 4 3.274 4
ARIMA 3.010 2 3.086 2

3 ASDE RW 2.990 2 .278 <.001 2.957 2 .282 <.001
RWWD 2.755 1 2.718 1
MR 5.449 6 5.462 6
LT 3.449 5 3.444 5
EWMA 3.316 4 3.274 4
ARIMA 3.041 3 3.145 3
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TABLE APP6-1E: Average Predictive Ability Ranks (APAR) for Cash
Operating Income (COI) Excluding and Including Cases
(14) with Inadmissible Parameter Estimates in ARIMAs

(H) (A) (M)

Inadmissible ARIMAs 
excluded (n = 103)
APAR (R) W a

Inadmissible ARIMAs 
included (n = 117)
APAR (R) W a

1 ALL RW 3.447 .015 >.100 3.453 .017 .076
RWWD 3.680 3.692
MR 3.874 3.855
LT 3.388 3.342
EWMA 3.243 3.171
ARIMA 3.369 3.487

2 MSE RW 3.515 4 .036 .002 3.547 4 .039 <.001
RWWD 3.670 5 3.709 5
MR 4.078 6 4.043 6
LT 3.155 2 3.103 2
EWMA 3.107 1 3.077 1
ARIMA 3.476 3 3.521 3

2 MAE RW 3.680 4 .049 <.001 3.692 4 .054 <.001
RWWD 3.680 4 3.727 5
MR 4.039 6 4.026 6
LT 3.272 2 3.188 2
EWMA 2.825 1 2.838 1
ARIMA 3.495 3 3.530 3

2 ASDE RW 3.495 4 .036 .002 3.539 4 .038 <.001
RWWD 3.718 5 3.735 5
MR 4.078 6 4.043 6
LT 3.146 1 3.094 1
EWMA 3.155 2 3.120 2
ARIMA 3.408 3 3.470 3

3 MSE RW 3.320 3 .050 <.001 3.376 3 .050 <.001
RWWD 3.524 4 3.556 4
MR 4.272 6 4.239 6
LT 3.087 1 3.009 1
EWMA 3.243 2 3.239 2
ARIMA 3.553 5 3.581 5

3 MAE RW 3.447 3 .056 <.001 3.496 3 .059 <.001
RWWD 3.466 4 3.504 4
MR 4.311 6 4.308 6
LT 3.058 1 3.017 1
EWMA 3.155 2 3.128 2
ARIMA 3.563 5 3.547 5

3 ASDE RW 3.252 3 .051 <.001 3.299 3 .051 <.001
RWWD 3.670 5 3.692 5
MR 4.262 6 4.231 6
LT 3.175 2 3.094 1
EWMA 3.155 1 3.154 2
ARIMA 3.485 4 3.530 4
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TABLE APP6-1F: Average Predictive Ability Ranks (APAR) for Cash Net
Income A (CNIA) Excluding and Including Cases (10)
with Inadmissible Parameter Estimates in ARIMAs

(H) (A) (M)

Inadmissible ARIMAs 
excluded (n = 107)
APAR (R) W a

Inadmissible ARIMAs 
included (n = 117)
APAR (R) W a

1 ALL RW 3.636 5 .026 .018 3.641 5 .028 .005
RWWD 4.000 6 4.051 6
MR 3.383 3 3.342 3
LT ' 3.551 4 3.504 4
EWMA 3.187 1 3.188 1
ARIMA 3.243 2 3.274 2

2 MSE RW 3.654 5 .033 .003 3.658 5 .036 <.001
RWWD 4.122 6 4.154 6
MR 3.393 4 3.333 3
LT 3.365 3 3.385 4
EWMA 3.224 1 3.222 1
ARIMA 3.243 2 3.248 2

2 MAE RW 3.813 5 .035 .002 3.821 5 .037 <.001
RWWD 3.963 6 4.000 6
MR 3.365 2 3.342 2
LT 3.495 4 3.479 4
EWMA 2.972 1 2.983 1
ARIMA 3.393 3 3.376 3

2 ASDE RW 3.673 5 .038 <.001 3.684 5 .044 <.001
RWWD 4.159 6 4.205 6
MR 3.383 4 3.333 3
LT 3.365 3 3.385 4
EWMA 3.271 2 3.265 2
ARIMA 3.150 1 3.128 1

3 MSE RW 3.785 5 .079 <.001 3.812 5 .080 <.001
RWWD 4.439 6 4.427 6
MR 3.215 3 3.205 3
LT 3.346 4 3.368 4
EWMA 3.065 1 3.034 1
ARIMA 3.150 2 3.154 2

3 MAE RW 3.766 5 .058 <.001 3.812 5 .064 <.001
RWWD 4.262 6 4.291 6
MR 3.308 3 3.308 3
LT 3.393 4 3.359 4
EWMA 2.991 1 2.974 1
ARIMA 3.280 2 3.256 2

3 ASDE RW 3.888 5 .093 <.001 3.906 5 .097 <.001
RWWD 4.477 6 4.496 6
MR 3.243 3 3.231 3
LT 3.299 4 3.299 4EWMA 3.084 2 3.051 2
ARIMA 3.009 1 3.017 1
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TABLE APP6-1G: Average Predictive Ability Ranks (APAR) for Cash Net
Income В (CNIB) Excluding and Including Cases (20)
with Inadmissible Parameter Estimates in ARIMAs

Inadmissible ARIMAs Inadmissible ARIMAs
excluded (n = 97) included (n = 117)

(H) (A) (M) APAR (R) W a APAR (R) W a
1 ALL RW 3.619 5 .033 .007 3.598 5 .030 .004

RWWD 4.103 6 4.077 6
MR 3.134 1 3.103 1
LT 3.485 4 3.419 4
EWMA 3.361 3 3.393 2
ARIMA 3.299 2 3.410 3

2 MSE RW 3.691 5 .046 <.001 3.650 5 .052 <.001
RWWD 4.165 6 4.222 6
MR 2.979 1 2.932 1
LT 3.485 4 3.427 3
EWMA 3.381 3 3.342 2
ARIMA 3.299 2 3.427 3

2 MAE RW 3.845 5 .036 .004 3.786 5 .042 <.001
RWWD 4.031 6 4.077 6
MR 3.186 1 3.077 1
LT 3.423 4 3.479 4
EWMA 3.237 2 3.128 2
ARIMA 3.278 3 3.453 3

2 ASDE RW 3.629 5 .049 <.001 3.641 5 .052 <.001
RWWD 4.196 6 4.239 6
MR 2.969 1 2.957 1
LT 3.567 4 3.496 4
EWMA 3.351 3 3.342 3
ARIMA 3.289 2 3.325 2

3 MSE RW 3.814 5 .080 <.001 3.829 5 .093 <.001
RWWD 4.402 6 4.470 6
MR 3.000 1 2.915 1
LT 3.454 4 3.402 4
EWMA 3.103 2 3.060 2
ARIMA 3.227 3 3.325 3

3 MAE RW 3.928 5 .072 <.001 3.863 5 .068 <.001
RWWD 4.247 6 4.231 6
MR 2.897 1 2.846 1
LT 3.495 4 3.487 4
EWMA 3.196 2 3.222 2
ARIMA 3.237 3 3.350 3

3 ASDE RW 3.814 5 .090 <.001 3.855 5 .103 <.001
RWWD 4.474 6 4.547 6
MR 2.929 1 2.932 1
LT 3.423 4 3.359 4
EWMA 3.155 2 3.128 2
ARIMA 3.165 3 3.180 3
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7. SUMMARY AND CONCLUSIONS

As stated in chapter 1, the main objective of this study was to 
compare the time series properties of accrual and cash-based income 
variables in order to determine the basic (dis)similarities in the 
underlying mechanisms of their behavior over time. The main motives 
for this reseach objective were as follows:

(i) Knowledge of the (dis)similarities between the underlying 
processes of accrual and cash-based income variables is relevant 
because it increases our understanding of the effects of the 
prevailing accrual accounting process on resulting income numbers.

The review of the literature on the time series behavior of 
financial statement numbers (chapter 2) revealed that the bulk of 
prior studies have analyzed accounting net income, earnings per 
share, or rate of return variables from financial statements based 
on the accruals principle and historical costs. Empirical results 
obtained from annual data have almost consistently indicated that, 
on average, accrual accounting earnings tend to behave like a 
submartingale process (random walk with or without a drift). 
However, the literature has so far provided neither theoretical nor 
empirical explanations for the observed tendency towards 
submartingales. Even the basic question of whether the random walk- 
type behavior of accrual accounting income is an outcome of the 
economic factors and transactions underlying the income numbers or 
whether it is just a product of the accrual accounting system 
processing those transactions to the income numbers appearing in 
financial statements, has remained unanswered in the literature.

Consequently, this study was motivated by the aim to probe the 
relative strength of the industrial-organization-based explanation



7-2

vis-a-vis the accounting-method-based explanation for the 
submartingale behavior in accrual income variables. It was assumed 
that an approach to such a probe might be provided by an analysis of 
the degree to which the underlying processes of accrual accounting 
and non-accrual accounting (i.e. cash-based) income variables are 
similar. To that end, the following alternative hypotheses were 
defined for the study:

HO: If the economic factors relating to the industrial- 
orqanization-based explanation are of primary importance as 
determinants of the underlying processes of accrual-based 
income variables, then similar processes underlie the 
accrual-based variables and their cash-based (non-accrual) 
counterparts.
HI: If the accounting choices relating to the accountinq- 
method-based explanation are of primary importance as 
determinants of the underlying processes of accrual-based 
income variables, then different processes underlie the 
accrual-based variables vis-a-vis their cash-based 
counterparts.

(ii) Other motives for a time series analysis of accrual vis-a-vis 
cash-based income variables were provided by the implications the 
underlying mechanisms have for future income expectations. Such 
expectations are needed in at least the following contexts.

First, tests of the information content of income numbers through 
measuring market reactions to unexpected income require 
specificating some kind of expectation model. Therefore, if the 
information content of accrual and cash-based income variables is 
to be measured and if market expectations are approximated by models 
based on past observed behavior of income, then the knowledge of the 
(dis)similarities in the underlying processes is a prerequisite for 
those information content tests.

Second, income expectations are also needed for tests and 
applications of valuation models for corporate shares. For example,
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the application of the well-known capital asset pricing model (САРМ) 
developed in the 1960s for the valuation of a firm's securities 
requires specification of future cash flow expectations in one way 
or another. Knowledge of the time series behavior of cash flows (or 
accrual earnings) may provide a starting point for specifying such 
expectations.

In chapter 3, theoretical models were derived for cash-based sales, 
accrual operating income and cash-based operating income describing 
their autocorrelations (at lag one) as functions of the 
autocovariance and variance of accrual sales. Although these models 
produced inconclusive results with respect to the equality of the 
degree of serial dependence in accrual sales and operating income 
with their cash-based counterparts, the models showed how the answer 
to the question of whether the accrual variables contain a higher 
(or lower) autocorrelation than their cash-based counterparts is 
dependent on the particular parameter values relating these 
variables to accrual sales and what is the descriptive content of 
those parameters. Furthermore, the theoretical model for the serial 
dependence in the accrual operating income indicated why a higher 
autocorrelation can be expected at the sales level than at the 
operating income level under the accrual accounting system.

In chapter 4, the following accrual income variables (as reported by 
the firms) were selected for empirical analysis :

1. Accrual Sales (ASA),
2. Accrual Operating Income (AOI), and
3. Accrual Net Income (ANI)
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For the cash-based counterparts, the following variables were 
defined (in respective order):

4. Cash Sales (CSA),
5. Cash Operating Income (COI),
6. Cash Net Income A (CNIA), and
7. Cash Net Income В (CNIB)

The main reason for the inclusion of two versions of cash net income 
(CNIA and CNIB) was in the conceptual difficulties encountered in 
defining a valid counterpart for the investment flows deducted as 
depreciation in accrual accounting. The first version (CNIA) was 
defined as cash net income after outlays for replacements only in 
order to follow the matching principle of the accrual accounting 
system. The second version (CNIB) was defined after total cash 
outflows for investments in fixed assets (net of any proceeds from 
divestitures) in order to follow the line of reasoning in financial 
theory according to which long-term investments should be deducted 
in their entirety in the period they realize as cash outflows.

It should be noted that all cash-based variables in the study were 
computed with the direct method of adjusting the accrual variables 
with respective changes in the accruals and deferrals relating to 
them. As an outcome, descriptively valid cash-based counterparts 
for the accrual-based income variables were obtained in the sense 
that, for each income measurement level, the inclusion of 
operating, investment and financing flows was consistent across the 
two accounting systems.

The empirical time series data describing the behavior of the above 
variables was obtained from the financial statements of 39 firms 
listed on the Helsinki Stock Exchange at the end of 1982. The
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sample of firms used in this study comprised almost 93 % of all 
manufacturing and trade firms listed on the Helsinki Stock Exchange 
at that time; only 3 firms had to be omitted from the sample, mainly 
because complete financial statements were not available from them 
for the whole time period covered.

Each of the 273 time series (= 39 firms * 7 variables per firm) 
analyzed in this study covered the 34-year period 1951 - 1984. (As 
an exception, because one of the sample firms was founded in 1952, 
the income series of this firm comprised only the 32-year period 
1953 - 1984).

The following adjustments were made to the original raw data in 
order to make them more appropriate for time series analysis: (i) an 
adjustment for exceptional fiscal years, (ii) an adjustment for the 
growth pattern in nominal income numbers caused by inflation, and
(iii) adjustments for individual outliers and sudden shifts in the 
level of series. While the inflation adjustment was applied to all 
the data, adjustments for exceptional fiscal years were needed for 
only 1.7 % of the total number of firm-years, adjustments for 
individual outliers for only 0.4 % of the total number of annual 
observations, and adjustments for sudden shifts in levels for only 
0.1 % of the total number of differences in the data.

As the literature review indicated, a lack of well-defined 
theoretical frameworks guiding empirical inquiries has been typical 
of this research area. This state of the art was also reflected in 
the design of the empirical analysis of the present study. 
Consequently, the general design of the study defined in chapter 5 
took the form of a comparative empirical inquiry into the time 
series behavior of the selected income variables. This inquiry
involved the following phases:
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(i) First, the degree of randomness in the time series data was 
analyzed with distribution-free tests of the numbers of turning 
points and difference signs in order to obtain a preliminary picture 
of the (dis)similarities between the income variables. These tests 
were further complemented by autocorrelation analysis, which is the 
standard method in time series analysis. It is worthwhile to note 
that the autocorrelation analysis was performed not only with the 
levels of the income variables, but also with detrended and 
differenced series.

(ii) At the second stage, the following parsimonious univariate time 
series models were estimated from the data:

A. Submartingale Processes including:
1. Random Walk (RW)
2. Random Walk With Drift (RWWD)

B. Constant Processes including:
3. White Noise or Mean Reverting Process (MR)
4. Linear Trend (with noise) (LT)

C. Autoregressive and Moving Average Processes including :
5. Exponentially Weighted Moving Average (EWMA)
6. (Individually identified) Autoregressive Integrated 

Moving Average Processes (ARIMA)

Besides parsimony, these models were selected because of their 
popularity in related prior studies and because they covered a wide 
range of different stochastic processes in terms of serial 
correlation and the relevance of the most recent income observations 
for future expectations.

For estimation purposes, the following three periods were defined :
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1. First estimation period: 1951 - 1975 (25 years)
2. Second estimation period: 1951 - 1978 (28 years)
3. Third estimation period: 1951 - 1981 (31 years)

The goodness of fit of the time series models estimated from these 
periods was examined with such standard statistics as the 
coefficient of determination and the Durbin-Watson statistic.

(iii) In accordance with the spirit of the predictive ability 
criterion, the third stage of the empirical analysis consisted of 
the tests of the predictive powers of the estimated time series 
models. For that purpose, the following non-overlapping prediction 
periods consisting of three consecutive years were used:

1. First prediction period: 1976 - 1978
2. Second prediction period: 1979 - 1981
3. Third prediction period: 1982 - 1984

Of course, the models estimated from the first estimation period 
were tested in the first prediction period etc., so that the same 
annual income observations were not used for both estimation 
purposes and for predictive ability analysis.

The predictive performances of the time series models were measured 
with three different criteria : (i) the Mean Square (Prediction) 
Error (MSB); (ii) the Mean Absolute (Prediction) Error (MAE); and
(iii) the Absolute Sum of Discounted (Prediction) Errors (ASDE). 
The first two measures (MSE and MAE) were selected because of their 
wide-spread use and acceptance among researches and practioners, 
while the third measure (ASDE) was used primarily because of its 
potential relevance in a valuation context. On the whole, the set 
of forecast accuracy measures employed in this study covers a wide
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range of assumptions about the form of the theoretical loss 
function, which is the ultimate criterion for forecast evaluation. 
It can also be noted that because each prediction period covered 
three consecutive years, the forecast performance of the estimated 
models could be measured with one-year-ahead, two-year-ahead and 
three-year-ahead forecasts. Thus, the predictive abilities of the 
models could be analyzed not only across different accuracy 
measures, but also across three different forecast horizons.

Finally, because the distributional properties of the selected 
forecast accuracy measures were unknown, the non-parametric Friedman 
two-way analysis of variance was used as the main method of 
statistical analysis in the predictive ability tests. By the same 
reasoning, the Binomial test and the Spearman rank correlation 
analysis were used, respectively, in pairwise tests of the time 
series models and in the analysis of the persistence of their 
predictive performance over time.

The empirical results reported in chapter 6 will not be repeated in 
detail in this concluding chapter. (The reader is referred to 
section 6.6. for a summary of the test results.) However, the main 
research findings can be briefly summarized in the following 
figure :
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FIGURE 7-1 : Summary of Main Research Findings

Level of income 
measurement

Sales ASA/CSA

Oper. - AOI
income I

Net - ANI
income 1

Submartingale
process

COI

CNIA
CNIB Type of

______ ______  underlying
process

Constant
process

(i) First, this study confirmed with data from Finnish firms the 
prior results obtained elsewhere (e.g. in the U.K., the Netherlands, 
the U.S.A., Australia and New Zealand) that, on average, the 
underlying mechanism of the accrual accounting income variables is 
dlose to a submartingale or similar process. Because the tendency 
towards submartingale behavior thus seems to be undisputedly robust 
across many different countries, it can be concluded that, quite 
obviously,

* the economy-wide factors varying from country to country, and
* the details of the accrual accounting system (the specific 
valuation and allocation rules) which also vary to some extent 
between different countries
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play a limited role as determinants of the underlying processes of 
the accrual accounting income variables.

(ii) In addition to robustness across national boundaries, the 
figure above suggests that the submartingale tendency is independent 
of the income measurement level; it can be observed at the sales, 
operating income and net income levels of the income statement, and, 
although not analyzed in this study, it can be assumed that the 
result might be interpolated to any other level in between them, as 
well.

(iii) However, the most important finding provided by this study 
strongly suggests that the submartingale tendency is far from being 
robust across accounting systems, i.e. across the accrual versus the 
cash-based accounting systems. Although a very similar pattern was 
observed in the behavior of accrual and cash-based sales, it became 
obvious that the cash-based variable (COI) already showed markedly 
different behavior at the operating income level, suggesting that 
the underlying process might be something like a constant or similar 
process rather than a submartingale. At the net income level, the 
deviation from submartingales was even more clear-cut; the 
underlying processes turned out to be very near pure constant 
processes such as white noise, presumably without a deterministic 
trend. Interestingly, this result was obtained irrespective of 
whether investment outflows for fixed assets were deducted on a 
replacement basis (as in CNIA) or in their entirety (as in CNIB).

As a conclusion, the main research question motivating this study 
can be answered as follows:
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* As opposed to the industrial-organization-based explanation, 
the relative strength of the accountinq-method-based explanation 
for the observed (submartingale) patterns in the time series of 
accrual accounting income numbers is much stronger.

(iv) Although no formal theoretical model completely describing the 
relationship noted above was presented in this study, the empirical 
tests of the tentative theoretical models derived for serial 
dependence in sales and operating income variables showed that they 
may contain some descriptive validity. The theoretical analysis 
also provided a descriptively valid explanation for reported sales 
being more autocorrelated than operating income under the accrual 
accounting system. On the whole, the theoretical analysis may thus 
serve as a useful starting point for further elaborations of the 
causal relationship between the accrual accounting system and the 
time series properties of the income variables it produces.

Among other implications of the basic research findings described in 
figure 7-1 above are the followings

(v) Insofar as the time series behavior of corporate cash flows at 
the net income level is something like a constant process, and if 
share values are a function of the future expected net cash flows of 
the firm (as financial theory suggests), then the information 
content of cash flows can be expected to be much smaller than would 
be the case if cash flows behaved like a submartingale process. Of 
course, this is due to the fact that, under a constant process, the 
most recent cash flow observation is of little importance as a 
determinant of future cash flow expectations.

(vi) From a purely pragmatical point of view, the research findings 
imply that, on average, the most accurate univariate forecasts for
corporate accrual income at sales, operating as well as net income
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levels can be obtained simply by looking at the respective number 
disclosed in the most recent income statement and then adding an 
appropriate drift to it. However, if corporate cash flows are to be 
predicted at the operating income level or below it, then the above 
rule of thumb is far from being optimal. Instead, much more 
accurate forecasts are provided by simple arithmetic means of past 
cash flow observations computed over a longer period of time.

Moreover, consistent with prior findings in the area, the predictive 
ability tests performed in this study showed that, compared with 
simple rules of thumb, the more sophisticated forecasting approach 
suggested by Box and Jenkins (1976) may be of limited usefulness, 
irrespective of whether accrual or cash-based income variables are 
forecasted. Because the building of ARIMA models for these series 
seems to remain a futile exercise in terms of forecast accuracy, and 
because the costs of building such models are much higher than the 
costs of using the rules of thumb, then the application of the Box- 
Jenkins approach is certainly not worth the money.

It is important to note the following assumptions and limitations 
behind the normative suggestions stated above:

First, they concern only the variables examined in this study and 
therefore may not apply to all variables appearing in financial 
statements.

Second, they are average results obtained in a sample of firms and 
therefore may not apply in every individual firm. Moreover, the test 
results indicated that, in general, one cannot determine the best 
forecasting model in an individual firm by looking at the past 
performance of model candidates.
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Third, only univariate models were examined in this study. 
Therefore, it remains unclear whether multivariate models using 
larger information sets than those included in past time series of 
the income variables alone, might be more useful.
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