Aalto University
School of Economics
[ |

Issuer Quality and the Credit Cycle, European Evidence

Finance
Master's thesis
Antti Myllarinen
2012

Department of Finance
Aalto University
School of Economics


http://hsepubl.lib.hse.fi

Aalto University
School of Economics

Aalto University Abstract

School of Economics March 11, 2012
Master’s Thesis

Antti Myllarinen

ISSUER QUALITY AND THE CREDIT CYCLE, EUROPEAN EVIDECE

PURPOSE OF THE STUDY

The objective of this thesis is to link patternscofporate debt financing in Europe to time-
series variation in the pricing of credit risk. élpurpose is to show that the credit quality of
corporate debt issuers deteriorates during crexbiris and this deterioration forecasts low
excess returns to corporate bondholders. Furtmepjrieal findings on issuer quality are
used to investigate forces driving time-variatiorekpected corporate bond returns.

DATA AND METHODOLOGY

The data sample includes all public non-financianpanies which are headquartered in
Europe and have a market capitalization of 100ionileuros or more. In addition bond data
for German Government Bonds and high yield bone@xed are used. The period when the
high yield bond index data has been available, 28881, the annually measured company
sample consists of 2,015 companies and 14,143 years. Quarterly dataset consists of
1,336 companies and 25,567 individual quarterlyeolaions from January 2001 to
September 2011. To test the hypotheses, time-serezsures of debt issuer quality are
formed. After that several ordinary least square§¥oregressions are conducted in order to
test the validity of the hypotheses.

RESULTS

The empirical result of this thesis shows that wissaer quality is low high yield corporate
bonds subsequently underperform risk-free Germawe@onent Bonds of the same
maturity. Decline in issuer quality uncovers akstigg degree of predictability and often
forecast significantly negative excess bond retatn3- and 4-year horizons over and above
traditional proxies for risk premium. These resudte difficult to explain using rationally
time-varying risk aversion or other drivers of ctemyclical risk premium. Instead the
findings suggest that intermediary frictions, ineesover-extrapolation and reaching for
yield drive variations in required high yield boreturns.

KEYWORDS

Issuer characteristic spread, issuer quality, hyggdd excess bond returns, European
corporate bond markets
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TUTKIELMAN TAVOITTEET

Taman pro-gradu tutkielman tavoitteena on selvitigdysten velanoton ja velan
hinnoittelun valistd suhdetta Euroopan talousalug#ididen keskuudessa. Tydssa tutkitaan,
kasvaako keskim&ardisen velallisen riskisyys talobhdanteiden noustessa,
alihinnoittelevatko sijoittajat lainaamansa velksa kyseisind ajanjaksoina, ja johtaako
mahdollinen alihinnoittelu toistuvasti negatiivisii ylituottoihin. Liséksi tutkimuksen
paamaarana on loytaa syita mahdolliselle velanradittelulle.

LAHDEAINEISTO JA MENETELMAT

Lahdeaineisto koostuu eurooppalaisten julkisesteerattujen markkina-arvoltaan yli 100
miljoonan euron yritysten tilinpaatostiedoista. Kaihavainnoidut yritykset toimivat muilla
kuin rahoitusalalla tai julkispalveluissa. Lisaksitkimuksessa kaytetdan Saksan valtion
joukkovelkakirjalainojen ja korkeariskisten yritgst joukkovelkakirjalainaindeksien
(kansankielesséa roskalainat) aikasarjoja. Euroggiah roskalainamarkkinoiden myohéaisen
kehittymisen vuoksi tutkimuksen aikasarja ulottuwogesta 1998 vuoden 2011 syyskuulle.
Empiirinen tutkimus suoritetaan ensisijaisesti adgtmalla suhteellisesti paljon ja vahan
nettovelkaa kasvattavien yritysten konkurssiriskieroja. Toinen laatumittari on

roskalainojen  osuus kaikista liikkeelle lasketuistgérssilistattujen  yritysten
joukkovelkakirjalainoista.

TULOKSET

Tulokset osoittavat, ettd niiden ajanjaksojen jétkejolloin velan liikkeellelaskijoiden

suhteellinen riskisyys on kasvanut, riskisempieitygten joukkovelkakirjojojen haltijat

saavat sijoituksilleen toistuvasti negatiivista tydittoa.  Ylituotto maaritelladn téssa
yhteydessa Saksan valtionlainojen tuoton ylittvakaksi. Loydetty korrelaatio velallisen
riskisyyden ja joukkovelkojen keskipitkdn aikavali{3-4 vuotta) tuottojen valilla on

merkittdva ja vaikeasti selitettavissd ainoastaannfeisid tuottoa ennustavia mittareita
kayttamalla. Sen sijaan tulokset viittaavat siihetté sijoittajien liiallisella itsevarmuudella,

tuoton tavoittelulla ja rahoituksen valittdjien (mmankit, vakuutusyhtiot) roolilla on

merkittva osuus loydettyjen ilmididen selittAmisies

AVAINSANAT

Velan liikkeellelaskijoiden laatu, velan liikkediekijoiden riskisyys, roskalainojen
ylituotot, Eurooppalaiset joukkovelkakirjamarkkinat
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1 INTRODUCTION

1.1  Background and Motivation for the Thesis

During the first half of financial year 2011 Eur@pecompanies issued EUR 38 billion of high-
yield bonds, an amount which was already approgcP@10’s record issuance of EUR 51 billion
(The Economist, 2011). Escalated financial crise&ieece challenged the growth temporarily.
On the other hand tentative signs of recovery vaéeady in sight in the last quarter of the year
2011. The supply of high-yield bonds has been walge many European companies cannot get
loans from deleveraging banks. At the same timeasheithas been strong because low interest

rates and relatively high inflation in Europe devavestors to seek returns.

Despite of the on-going boom, high-yield corporadads are still relatively new instruments to
European investors. Initially the idea of Europeagh-yield bond markets was brought up in the
early 1990s when the long prepared Single Europearenabled free movements of labour and
capital in the beginning of 1993. However, highlyidoond market did not begin to grow
substantially in the continental Europe before ititeoduction of the euro currency (Bondt and
Marqueés, 2004). After that high-yield market hasrsevo credit booms. Prior to 2001 telecom
companies were popular issuers and from 2003 t@ 2@hds were primarily issued to fund
leveraged buy-outs. During these periods investpasited credit at low promised yields to
borrowers of low quality and experienced low retuwhen these borrowers later defaulted and
credit spreads widened. Between these booms thasseance market for high yield bonds has
been almost dead silent and this silence descealdedn 2008 after the latest financial crises

started.

It is easy to see that the amount of new issuahessvaried a lot during the last decade.
Fluctuations in the quantity of credit has tradiatly been seen to be driven by time-varying
financing frictions due to changes in borrowerst m®rth or in bank capital (Bernanke and
Gertler, 1989; Holmstrom and Tirole, 1997; Kiyotad Moore, 1997; Kashyap Stein and
Wilcox, 1993). Greenwood and Hanson (2011) chabentis traditional view by pointing out

that traditional accounts ignore the possibilitattiime-varying investor beliefs or tastes play a
role in determining the quantity and allocation wédit. Greenwood and Hanson saw that

overheated credit markets reflect heightened iwettk appetites or over-optimism. This thesis



absorbs the mindset of Greenwood and Hanson (28difhy the first academic paper studying
the relationship between issuer quality and comgopand returns in European context. The aim
Is to show that issuer quality has incrementaldaséing power for corporate bond returns over
and above traditional proxies for risk premium. thar, this thesis argues that investors are

systematically incorrect in assessing credit qualitdifferent stages of the credit cycle.

1.2 Research Gap

The scope of this study covers European publisked companies and high yield corporate bond
markets. Euro area bond market has received fitity academic attention even though its size
is comparable to U.S. debt markets. For exampternational corporate bonds denominated in
euros and in US dollars outstanding in Septembgt 2¢ere USD 12,232 and USD 8,770 billion,
respectively (Bank for International Settlementsia@erly review, December 2011). Previous
empirical studies on European bond market have Iynammalysed the integration and diffusion
processes started after the inception of the comenomncy union. Especially the yield spreads

between Euro-countries have been studied (For elea@yrlogno, Favero and Missale 2003).

More specifically, this study focuses on linking thatterns of corporate debt financing to time-
series variation in the pricing of credit. Theree aa few papers in corporate finance and
macroeconomics which explains why the quantity wddit fluctuates over the credit cycle.
Probably the most significant being the study cateld by Bernanke and Gertler (1989).
Bernanke and Gertler introduced a model of thertass cycle in which the higher borrowers’
net worth reduces the agency costs of financinghénmodel the strengthened borrower balance
sheet expands investment demand which in turn témdsmplify the upturn. There are also
papers that concentrate to explain the role ofnitre intermediaries in economic cycles. For
example Holmstrom and Tirole (1997) studied the i financial intermediates and found that
all sorts of capital tightening hit hardest the gypaeapitalized firms. The model of Bernanke and
Gertler (1989) showed that the dynamics of theecyelnonlinear: the weaker the initial position
of borrower, the more powerful the exponential efte the cash flow is when the external shock
hits the company. This finding emphasises the itanae of issuer quality as an explaining
factor in future bond returns. In 1996 Bernankerti@e and Gilchrist introduced a theory of
financial accelerator which was largely based an pghper of Bernanke and Gertler published
seven years earlier. This theory proposed thatolars facing relatively high agency costs in



credit markets will bear the brunt of economic dawns. The reduced spending, production and

investments by high agency costs borrowers wilh tinerease the effects of recessionary shocks.

At the same time when the fluctuations in the gyl credit are seen to be driven mainly by
time-varying financing frictions, the possibilityf ime-varying investor beliefs and tastes in
determining the quantity and allocation is almaslyfignored. Probably the most distinguished
study taking this possibility into account is conthd by Greenwood and Hanson (2011).
Greenwood and Hanson showed that the quality gbarate debt issuers deteriorates during
credit booms and this deterioration forecasts lowess returns to corporate bondholders.
Greenwood and Hanson also identified three possidedependent explanations for the time-
series variation in expected bond excess returasntercyclical variation in the rationally
determined price of risk, time-variation in intemey risk tolerance and time-varying
mispricing of assets. In Greenwood and Hanson'dysexcess corporate bond returns were
defined as returns over Treasury Bonds of similatumties. Greenwood and Hanson also
studied the dependence of the high yield bond nsrked the intermediary balance sheet
strength but these findings were contradictory.

This master’s thesis fills an important gap in éxésting literature by studying the possibility tha
time-varying investor beliefs or tastes play a roleletermining the quantity and allocation of
credit in Europe. Thesis expands the idea presdmnte@reenwood and Hanson (2011) by first
closely following the methodology used in the amagistudy, comparing the obtained results and
after that by developing the methodology appliedGrgenwood and Hanson so that it better

serves as a forecasting tool.

1.3 Research Objectives and Questions

The first objective of this thesis is to build aliddbasis for understanding the reduced-form

model introduced by Greenwood and Hanson (201Which corporate debt issuance responds
to changes in the pricing of credit. The model axpd why debt issuer quality may be useful for
forecasting excess credit returns. The second ixgeis to empirically examine whether issuer

quality is a better barometer of the credit matkan the quantity of new issuances by using two
different indicators for issuer quality. The resbaquestions derived from these objectives can

be stated as follows:



1. How does the aggregate debt growth correlate with future excess bond
returns?
The first question relates to the studies of Bekeaand Gertler (1989), Bernanke, Gertler and
Gilchrist (1996) and Greenwood and Hanson (201&ynBnke and Gertler introduced a theory
where higher borrowers’ net worth reduces the ageosts of financing. Bernanke Gertler and
Gilchrist expanded this idea by introducing a ficiah accelerator to the original model which
showed that borrowers facing relatively high ageoasts in credit markets will bear the brunt of
economic downturns. Greenwood and Hanson showedatigregate credit growth forecast
excess bond returns and the credit growth of loalitufirms has higher predicting power than
credit growth of high quality companies. Excessdagturns are defined as returns over German
Government Bonds of similar maturities. The aintto$ thesis is to show that the debt growth
itself also is a defining feature of the credit leyand especially debt growth of lower level

companies has significant forecasting power.

2. How the bond issuer quality fluctuations are coated with the future
excess bond returns?

The second question focuses on issuer quality lemdredit cycle. The variation in issuer quality
is a central feature of the credit cycle, proveditkinson (1967) Gertler and Gilchrist (1996) and
Greenwood and Hanson (2011). This study applies@®veod and Hanson’s approach to identify
issuer quality fluctuations and tries to show ttie same patterns in issuer quality and bond
returns are significant also in the European boadkets. First this is done with the firm-specific
data starting from the year 1980. This sample ¢ositall non-financial European companies that
have been stock listed between 1980 and 2011. ihesdo show that the quality fluctuations are
not currency dependent and the pattern has exastealdy for a longer period. The actual research
is done by studying the excess returns of euroBaitsh pound denominated high-yield bonds.
This reduces the time period to 13.5 years becailgee lack of prevailing high yield bond index
before year 1998.

3. Does quality have an incremental forecasting poveer corporate bond
returns over and above traditional proxies for riglemium?

The third research question relates to the incréshéorecasting power of bond returns when the

forecasting power of term spread, short-term gawemt bond yields, past excess bond returns



and credit spreads are controlled. Greenwood am$dta(2011) showed that issuer quality is a
significant predictor of future bond returns andnaens significant even after adding risk and
return variables into the calculations. In ordeatswer the third question the methodology used
by Greenwood and Hanson is developed a bit further.example quarterly data frequency is

used and some variables are lagged to ensure¢heaay and the truthfulness of the results.

4. Is there a relationship between financial internaegi balance sheet
strength and excess bond returns?

The fourth question focuses on the paper of AdiMoench and Shin (2010). Adrian and Shin

argued that when market conditions get worse, bermediary demand for high-yield assets

decline. According to Adrian Moench and Shin, hygld securities are more heavily exposed to
market-wide changes in the pricing of credit riakd in order to manage the riskiness of the
volatility, intermediaries dump their risky asstighe secondary market when market conditions
weakens. This argument is tested with the behawbiuropean insurance companies, broker-
dealers and banks.

5. What are the forces driving time-series variation expected corporate
bond returns and the relative quantity of high-gtibbnd issuances?

The last part of the study relates strongly toltakaviouristic finance related studies conducted by
Campbell and Cochrane (1999) as well as Rajan (2@@&mpbell and Cochrane argued that
investors are not systematically surprised wherbttrads of low quality firms who often receive
funding during booms later underperform. Rajan reffea slightly different explanation by
suggesting that agency problems may encouragetorses reach for yield. Consistent with these
ideas the aim is to show that issuer quality desliwhen yields on German Government Bonds

are low or have recently fallen.



1.4  Scope and Limitations of the Thesis

This thesis and its results are limited by geogyapime and company type. The research is
limited to non-financial publicly listed companieich are headquartered in Eurbpad have a
market value equal or greater than 100 million Buithe observed time period is 1998-2011.
Only companies whose financial year ends at theeyebare counted. The study also uses high-
yield bond return data to track the success ohtgbk-risk bonds to German Government Bonds.
The data source used is Bank of America Merrill ttyfeuropean Currency High Yield Index. It
tracks the performance of EUR and GBP denomina&owbinvestment grade corporate debt

publicly issued in the Eurobond, sterling domestieuro domestic markets.

This study also is limited by the quality of thetaet which is used. Lack of quarterly financial

data available in Thomson ONE Banker database leetivee years 1998-2000 is the most severe
one. The total length of studied time period isSly@ars. Short time period requires as frequent
financial dataset as possible and in this caseqtiaterly observations are used. However,

Thomson ONE Banker does not offer balance sheatatagjuarterly bases exclusively until the

end of the year 2000. The lack of quarterly finahdata affects to the first quality indicator used

in this thesis. This indicator measures the charestic spread between high and low net debt
issuers’ expected default probabilities. Howevieis tleficiency can be controlled by testing the

results with second quality measure; credit ratiagsigned to new corporate bond issues. The
obtained results are similar in magnitude and thesmissing data for first two years does not

substantially change the basic results.

1.5 The most Relevant Findings

The most relevant and reliable finding of this thes that the quality of non-financial corporate

debt issuers deteriorates during credit booms laiscteterioration has a significant and negative
relationship with high yield bond returns. Whileoghng that corporate bonds significantly

underperform riskless German Government Bonds #iteperiods when the issuer quality has

been poor, the thesis also notes that the laggedadly observed values of issuer quality

! Classification of Countries by major area and sagif the World, Department of Economic and SoAiirs of
United Nations



fluctuations lose their forecasting power. To isthie problem the methodology is modified so
that quarterly financial and market data can belu$ais methodological change increases the

accuracy of the model as a forecasting tool.

Further, empirical part of this thesis proves tisauier quality has an incremental forecasting
power over and above term and credit spread, ladgged returns and short-term German
Government Bond yields at 3- and 4-year horizoristh& shorter horizons above mentioned
control variables win the horse race against tiseess quality. Furthermore, obtained results
suggest that the quality of debt issuance is a@béitrecasting tool for excess corporate bond
returns than the aggregate quantity of debt isuahigis finding proposes that the quantity of

debt issuance responds to common chocks whichnaetated to the pricing of credit risk.

However, the statistical significance of issuerliyas attenuated when results are controlled for
financial intermediary balance sheet strength. @bthresults are in line with the existing
literature which argues that fluctuations in intediary equity capital or balance sheet health
impact risk premiums (Gromb and Vayanos, 2002; ki lerishnamurthy, 2010; Garleanu and
Pedersen, 2010; Duffie, 2010). Empirical part @ thesis also suggests that investors are taking
excess investment risks when riskless rates areotdwave recently fallen. Further, building on
representativeness heuristics of Tversky and Kakhnefh974), the possibility that investors are

prone to over-extrapolation is suggested. .

1.6 Keyterms and Definitions
Credit Rating agencis a company that assigns credit ratings for issoércertain
types of debt obligations and instruments, for gxanibonds. In this study credit
ratings for individual bonds are obtained primarflpm Moody’s and if not
available, from Standard & Poor’s (S&P).

Credit spreads the yield difference of risk bearing and risie debt securities that
have the same maturity.

Excess returnsare log returns over German Government Bond rstuExcess

returns can be also negative.



Fallen angelis a corporate or municipal bond that was investrgeade when
issued but have been downgraded after the issuBocels are downgraded by a

rating agency, such as Moody’s Investors Servicgtandard & Poor’s (S&P).

High-yield bondis a bond that is having a higher risk than investt-grade
corporate bonds, treasury bonds and municipalindboBecause of the higher risk
of default, these bonds pay a higher yield tharstment grade bonds. High yield
bonds are those rated Bal or lower by Moody’s or BB lower by Standard &
Poor’s.

Investment-grade bonés a bond which has a relatively low risk of detaul
Investment-grade bonds have a credit rating of B&&B- (Moody's and S&P,

respectively) or higher.

Issuer qualityrefers to the issuer default probability. In tHiegis issuer quality is
defined with two different ways. The first one isetaverage expected default
probability between high and low net debt issu@f®e second one is the ratings

assigned to the new corporate bond issues.

Maturity dateis a final payment date of the bond, at which pthet principal and

all remaining interest is due to be paid.

Principal amountis the amount borrowed or the part of the amountadveed

which remains unpaid after instalment of a loan.

Term spreads the yield difference of long and short-term dséturities that are

otherwise identical.

Term structureof interest rates, also known as the yield curse bond valuation
method. The yield curve is a measure of the markapectations of future interest

rates given the current market conditions.

Yield to maturityis the internal rate of return (IRR) at the curremarket price
assuming that the bond will be held until maturdtyd all required payments

considering the bond will be made on schedule.



1.7  Structure of the Thesis

The rest of the thesis is structured as followsagiér two is a literature review that begins by
introducing corporate default forecasting methodms and continues by reviewing issuer
quantity and quality related findings in corporaéi@nd market. The third chapter presents the
hypothesis of the study and the theoretical reagphehind them. The fourth chapter states the
research approach and describes the differenttguakasures used in this thesis. The fifth
chapter describes the data and continues by shawegverage, minimum, maximum and the
standard deviation of the variables. The actualltef the study are presented in the sixth
chapter. The chapter begins by proving the mositineé hypothesis and continues to the more
advanced ones by introducing multivariate regressiand the results derived from them. The
chapter ends at the robustness checks. The sesleapler sheds light on the forces driving time-
series variation in expected corporate bond exoetsgn. The final chapter draws conclusions

and suggests paths for the future research.

2 LITERATURE REVIEW

This section reviews the academic literature ofdteslit risks, credit quality, credit quantity and
debt issuer quality. First part of the chapteradtrces the theoretical framework of credit risk
modelling and the systematic abnormal returns pdirdut by the previous empirical studies.
Secondly this chapter sheds light on the credintiyafluctuations which are seen to be driven
by time-varying frictions, mainly due to borrowerst worth or in bank capital (Greenwood and
Hanson, 2011). The third objective of this chapterto go through the previous studies
concerning issuer quality fluctuations which arewh to be a central feature of credit cycle.
Finally, intermediaries’ role in financial shocksdahow the intermediary balance sheet strength

can forecast excess returns for risk bearing aasetdiscussed.

2.1  Corporate Default Forecasting and Credit Pricing

The value of corporate debt and capital structueeirterlinked variables (Leland, 1994). Debt
values and yield spreads cannot be determined wmitlnaderstanding the capital structure of the
firm. Capital structure in turn affects the defapibbability. According to Merton (1974) the

value of a particular issue of corporate debt ddpasssentially on three items: (1) the required



10

rate of return on riskless debt, (2) the variousv@@ions and restrictions contained in the
indenture (primarily maturity date, coupon ratd| tarms, seniority in the event of default and
sinking funds) and (3), the probability that thenfiis unable to satisfy some or all of the
indenture requirements. While the first two itemns aqually important with the last one, this
study concentrates to the relationship betweenishger quality, i.e. firm’s default probability

and associated bond returns. The next three secthow the corporate default forecasting

framework in depth.

2.1.1. Univariate and Multivariate Credit-scoring Systems

Altman and Saunders (1997) argued that even itateel970s and the early 1980s most of the
financial institutions relied virtually exclusivelyn subjective analysis to assess the credit fisk o
corporate loans. Essentially the various borroweracteristics like reputation, leverage, cash
flow volatility and collaterals were used in judgemts. Taffler (1995) showed that bankers who
used subjective valuation methods tend to be ovpdgsimistic about credit risk of less
developed countries. Based on Taffler's studys itational that over the past 30 years financial
institutions and bankers have increasingly movedyafsom subjective systems towards more
objectively based models like multivariate credibrsng systems. At the same time a number of
systems have been developed to predict corpordtaltte Bellovary, Giacomino and Akers
(2007) counted that between years 1965 and 20@Qetlter 165 analyses of bankruptcy
prediction studies were published. The richnesthefmethods and different modifications is so
large that it is not rational to analyse all ofrtheThis chapter introduces the most important
methods to give an insight why the Merton’s Disttwa-Default model (1974) is chosen as a

primary bankruptcy predictor in this study.

Altman and Saunders (1997) classified four methmgiohl approaches to develop multivariate
credit scoring systems: (1) the linear probabititgdel, (2) the discriminant analysis model, (3)
the probit model and (4), the logit model. The &ingrobability model assumes that the
probability of default varies linearly with the msation factors. On the contrary discriminate
analysis divides borrowers into high and low defaisk classes and compares these classes to
each other. The first pioneer of discriminant asalywas Beaver (1968). He developed a
univariate discriminant analysis model using a nendf financial ratios. Beaver’s analysis was

based on studying one financial ratio at the timé an developing a cut-off threshold for each
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ratio. A year later Altman (1968) introduced a istatal multivariate analysis technique and
estimated a Z-score model. Altman’s Z-score modstaime a cornerstone of the failure
prediction studies. It also has remained as anpaéedestandard method and is used as a baseline
method for comparative studies. The problem witbciminant models is their poor out-of-

sample forecasting accuracy.

Models based on cumulative distribution functiogdreto appear in the late 1970s. Probit model
is a type of cumulative distribution function whetee dependent variable can only take two
values in this case defaulting or non-defaultingogit model on the other hand provides a
probability for a firm to go bankrupt. The goal lofjistic regression is to find the best fitting

model to describe the relationship between theadashous characteristic of dependent variable
and a set of independent variables. (Dimitras aadakKis, 1996). Logit analysis was first

proposed for bank failure prediction by Martin (09&nd for the prediction of business failure

by Ohlson (1980).

2.1.2. Structural and Reduced-form Models

While in many cases multivariate credit-scoringtegss have been shown to perform quite well
over different time periods and countries, theyeh@een subject to at least three sources of
criticism (Altman and Saunders, 1997). First, nvaltiate models are predominately based on
book value accounting data and hence the metresar likely to pick up the most subtle and
fast-moving changes in borrower condition. Secortll world is not linear and therefore the
linear probability model and linear discriminateabsis may fail to forecast the future outcomes
accurately compared to the models that relax tigenying linearity assumption. Thirdly Altman
and Saunders argued that traditional credit-scdvengkruptcy prediction models are often only
slightly linked to underlying theoretical modelsAs such, there have been a number of new
approaches which generally falls into two main s#&s structural models and reduced-form
models (Leake, 2003).

Structural models

Structural models follow the framework set out byerén (1974) in using the principles of
option pricing to price default-risky debt. Defaidtseen as a call option held by equity holders,
which is exercised when the value of firm fallsdwelthe value of debt. Merton (1974) priced
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this option by using the techniques developed acBhnd Scholes (1973). In Black and Scholes
model the price of a company’s debt is a functibrthe firm’'s value, the default-free interest
rate, the maturity of the debt, the expected vidhaof firm’s value and the company’s net debt

scaled with equity.

Merton’s (1974) model, on which this thesis is famgkntally based, argues that firm’s capital
structure comprises from equity and a single zengpon bond. Default occurs when the firm’s
value at the maturity of the bond is below the @pal value of debt. In Merton’s model a
company can default only on the maturity datesozéro-coupon bond because before that date
the company is not making repayments to its bora#hsl In the event of default the repayment
to bondholders is the market value of the firm. tdieis model assumes a flat term structure.
This eliminates the possibility to examine the tielaship between credit spreads and changes in
the slope of the yield curve (Leake, 2003). Becalefault can occur only on the maturity date of
the zero-coupon bond, default risk depends on @hgevof firm relative to the value of the debt.
Assuming that the increase in interest rates dafiett to the value of firm, a higher intereserat
results in a higher drift rate for the firm valueopess and hence lower the risk-neutral
probabilities of default at maturity. All this lemdo the situation where higher default-free

interest rates are associated with lower credéas (Leake, 2003).

More recent structural models allow default to oqaor to the data on which the debt matures.
For example in Longstaff's and Schwartz’ (1995) mlodhe default is determined by the time
when the value of the firm falls below the value tbe debt. Following Merton’s model,
Longstaff and Schwartz assumed that the value effittm follows a diffusion process with
constant volatility but on the contrary to Mertom®del, default-free interest rates are allowed to
move randomly over time. However, this expansioiMtrton does not alter the result that an

increase in interest rates leads to a fall in defasks and hence lowers the credit spread.

Reduced-form models

Reduced-form models do not try to explain why diftakes place but allows a hazard process
to be specified. Since these models do not spediiyn value process, the payoff in the event of
default is determined exogenously (Leake, 2003)kart (1979) created a simple model that
linked the probability of default directly to theedit spreads without specifying a hazard rate

process. Fons (1994) on his turn developed a siimmhel pricing model to calculate the credit
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spread required by a risk-neutral investor on auwlefisky bond issued at fausing historical
default rates. Fons found that calculated credieats are always lower than credit spreads
observed in the market, particularly for investragratde bonds. Fons explained several reasons
for this difference: lower liquidity in corporateoibds leads to a liquidity premium; tax effects
favouring Treasuries over corporate bonds; risksiwa of investors and the risk of downgrade

of bonds.

More recent reduced-form models assumes stochasgiest rates, augmented with a hazard rate
process (Altman and Saunders, 1997). Some researelge, Jarrow and Turnbull (1995) used
the underlying interest rate model of Heath and tbtoi(1992) and specified a constant hazard
rate.> Similarly, Duffie and Singleton (1999) treatedalet as an unpredictable event governed
by a hazard-rate process. However, the approadbufiie and Singleton was distinguished by
the parameterization of losses at default in teofthe fractional reduction in market value that

occurs at default.

Hazard models are state of the art reduced-forrauttefnodels. In order to use a broad range of
information and to allow for time varying covariat&Shumway (2001) suggested a hazard model
for the estimation of default probabilities thatessboth accounting and market information.
Shumway found that many accounting based ratidaded in previous statistic models became
insignificant when employed in hazard models. Imtcmst Shumway proved that market
variables such a firm’s market size, past stockrnst and the idiosyncratic equity volatility are

strongly related to default.

2.1.3. Merton’s Distance-to-Default Model according to Bhaath and Shumway

One application of the structural model is the Mei¢ distance-to-default (DD) model which
applies the framework of Merton (1974). In this rabthe equity of the firm is a call option on
the underlying value of the firm with a strike @iequal to the face value of firm’'s debt. The

model recognizes that neither the underlying vadfighe firm nor its volatility is directly

2 A bond selling at par has a coupon rate suchttieabond is worth an amount equivalent to its oagissue value
or its value upon redemption at maturity.

% Other examples of reduced-form models includeeiample those of Madan and Unal (1994), Lando (1,998
Artzner and Delbaen (1995), Das and Tufano (19%9&)ow Lando and Turnbull (1997), Martin (1997),lIHand
White (2000), Duffie Lando (2001)
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observable. However, under the model assumptiotts \mdue of the firm and its volatility can
be inferred from the value of equity, the volajiliof equity and several other observable
variables by using iterative procedure to solveystesn of nonlinear equations. Bharath and
Shumway (2008) noted that at least two assumptionMerton’s DD model are generally
violated: first the value of each firm does ndidev geometric Brownian motion in real life and
secondly, each firm usually issue more than jug mero-coupon bond. Bharath and Shumway
argued that it should be possible to construcdaaed-form model that can avoid the shortages
of the original DD model.

Bharath and Shumway (2008) created a naive alteenfar Merton’s DD model, which used the
functional form suggested by the Merton’s model digt not solve the model for an implied
probability of default. This simplified calculatisnwhen the iterative procedure was omitted.
Results of the research of Bharath and Shumway ested that the value of the original
Merton’s DD model lied in its functional form rathéhan its solution of the Merton’s option
pricing model. In empirical tests Bharath and Shaywound that their naive predictor
performed slightly better in hazard models and u-af-sample forecasts than both, Merton’s
DD model and the reduced-form model using the samats. However, the difference in results
between the hazard model and the simple reduced-foodel using the same inputs did not

significantly differ from zero.

2.2  Empirical Findings on Bond Returns

Despite of the extensive studies in the field afdbqricing, the theories still cannot exclusively
explain the market valuation of bonds. This chaglmces through the existing literature
concerning excess bond returns and drivers afigdtiase results, excluding issuer quality and
quantity. The fluctuations in issuer quality ane ttredit quantity are discussed in chapters 2.3
and 2.4.

Litterman and Scheinkman (1991) noted that evenghdhe concept of duration is theoretically
correct to characterize the price sensitivity dband to a parallel shift in the yield curve, in
reality yields do not always move in a parallelhias. Litterman and Scheinkman studied the
returns of U.S. government bond returns empirictdlgletermine the common factors that have
affected returns on Treasury-based securitiesdrptst. The analysis suggested that the most of

the variation in returns on all fixed-income setias can be explained in terms of three attributes
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of the yield curve. Litterman and Scheinkman caltbése attributes level, steepness and
curvature. More concrete study was conducted byk@imrand Ammer (1991) who studied the
movements of stock and bond returns in relatioth&expectations of future stock dividends,
inflation and short-term real interest rates. Bydging post-war U.S. data, Cambell and Ammer
found out that excess 10-year bond returns areuiargely by news about future inflation. Real
interest rates on the other hand were seen tollidg@mpact on bond returns, although they did

affect the short-term nominal interest rates amdstbpe of the term structure.

Also the maturity of new issues has been provedredict excess bond returns (Baker,
Greenwood and Wurgler, 2003); when the share aj-term debt issues of the total debt issues
is high, future excess bond returns are low. B&kerenwood and Wurgler found out that this
predictive power comes in two parts. First inflatidhe short-term interest rates and the term
spread together predict excess bond returns. Shcohese same variables explain the long-term
share, and together predict excess bond returns.r@$ults Baker, Greenwood and Wurgler
found out are consistent with empirical evidenca firms use debt market conditions an effort
to determine the lowest-cost maturity at which torbw (Barnea, Haugen and Senbet, 1980;
Fung and Rudd, 1986).

Greenwood and Vayanos (2010) showed that bond pyppHicts excess bond returns. They
examined empirically how the maturity structuregavernment debt affects bond yields and
excess returns. They organized their empiricalysturdund preferred habitat, in which shocks
impact an arbitrage-free term structure. Consistégtit the model, they found that the relative
supply of long-term government bonds is positivetlated to bond yield spreads and excess
returns. In addition the effect is stronger fordenmaturity bonds. The forecasting power of
supply also remained after controlling results tenm-structure slope. Olli Pohja (2010) found

similar results when researching German Governfent data in his Master’s thesis work.

Vayanos (2010) studied liquidity and liquidity premms as explaining factors for abnormal

returns. He showed that during volatile times, 8toes’ effective risk aversion increases and the
negative correlation between volatility and pricev@ments get stronger. Thus there is a flight to
quality in a sense that the risk premium investecgiire per unit of volatility, increases. Vayanos

also showed that an unconditional capital assetngimodels can understate the risk of illiquid
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assets because of the risk’s time-varying natune. r€ason for this is that illiquid assets become

even riskier in volatile times in tandem with inased investors’ risk aversion.

2.3 Fluctuations in the Quantity of Credit

Bernanke and Gertler (1989) developed a neocldssicdel of business cycle which showed
that higher borrower net worth reduces the agemsyscof financing real capital investments.
Business upturns increase net worth, lower agewsyscand increase investment. The main
implication of the study was that the upturn foramsaccelerator effect in economy; strengthened
borrower balance sheets resulting from good timgsred investment demand which in turn
tends to amplify the upturn. A possible exampletltdé phenomenon is debt-deflation, first
analysed by Irwin Fisher (1933). The debt-deflatdecreases asset values, increases agency
costs between borrowers and lenders and resthietadcess to external finance to all market
participants. The resulting fall in investments hagative effects on both aggregate supply and
aggregate demand. The model of Bernanke and Gertlanted only two periods where
entrepreneurs and lenders act; one where investorsased their wealth and one where they
enjoyed their property. This theoretical assumptiogated a gap between the model and the
reality. Gertler (1988) closed this gap and arguretis multiple period setting that borrower’s
net worth should be augmented to include not justenit endowment but also the secure part of

the future endowments.

Kashyap, Stein and Wilcox (1993) studied the retethip between monetary policy and
companies’ financing decisions. They found thattig monetary policy leads to a shift in firms’
mix of external financing: commercial paper isswemncse while bank loans fall. However in
order to work, this mechanism requires that thatéiging of the supply of bank credit is not
driven by output-induced effects on aggregate tidgtinand and businesses have some ability to
substitute between the two sources of financéhdfdecreased lending is driven by the slummed
demand, the both, bank lending and other non-bankwurces of lending should decrease.
Kashyap Stein and Wilcox showed that capital mix ¢# a leading indicator concerning
macroeconomic state. The argument of Stein andd¥ithat the mix may be a good proxy for
the state of monetary policy, is also helpful irdarstanding the relationship of spreads between

commercial paper and Treasury bills (CP-bill sp)esda leading indicator of the credit cycle.



17

Several explanations have been offered to clanéypredicting power of the spread and how they
are related to the quantity of the credit. Thet finse suggests that the spread reflects the future
default risk. Bernanke (1990) pointed out that tisisat best only a partial explanation. For
example it is hard to reconcile large swings in $pesad with changes in default expectations,
given that defaults on prime securities are exttgmare. A second proposal is presented by
Friedman and Kuttner (1993). Friedman and Kuttimemtl empirical support for the argument
that companies demand for funds change around ¥jeéca turning points, and hence
commercial papers and treasury bills are imperfdistitutes. Friedman and Kuttner also
showed that shocks to corporate cash flows appelae an important determinant of prices and
quantities in short-term credit markets. The thesgplanation discussed also by Friedman and
Kuttner (1993), Bernanke (1990) and by KashyapnSéeid Wilcox (1993) argues that spreads
contain information about the stance of the moweplicy. Tight monetary policy leads to
increased commercial paper issuances and if thenevomal paper market is less than perfectly
deep in the sense of market saturation, the reslibe an increase in paper rates relative to bill
rates. However, Miron, Romer and Weil (1994) foumly a little supportive evidence to
Kashyap Stein and Wilcox’s theory when their stadgicerning CP-bill spread went further back

in time.

The impact of financial intermediation is also adred. Holmstrom and Tirole (1997) studied
the role of financial intermediation in credit qtiganfluctuations. In their model the borrowing

capacity for both firms and intermediaries was te@di They showed that all types of capital
tightening hit poorly capitalized firms the hardelst addition each shock - a credit crunch, a
collateral squeeze and a saving squeeze - hastiagdishable impact on interest rates,

monitoring intensity, the solvency of intermediarand the firms’ leverage.

2.4 Variation in Issuer Quality and Credit Cycles

Investment quality was first exclusively researci®d W. Braddock Hickman (1958). He
analysed the prospective bond quality from 19003943 by reviewing ratings assigned by the
three biggest agencies (The same Agencies dominh&snarket also over 50-years after
Hickman’s paper, Moody's Fitch and S&P) and comgetleem to investors’ experiences of
default rates, yields and loss rates. He notedttieatlefault rates peaked near or right after the

years of heavy financing. Hickman’s impression west the quantity as well as the quality of
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bond financing is related to the long swings in theestment cycle. Hickman argued that
marginal issues can be floated only in periods\w&rconfidence because otherwise these risky

instruments do not find markets.

After Hickman, Atkinson (1967) studied U.S. corpgerbond defaults in the post-war period and
found that bonds defaulting from 1944 to 1965 wargely offered in years of business peaks or
one year before the cycle hit the record. On therdhand during the period Atkinson conducted
his study, the actual defaults were rare, partiadlgause of the economic growth and the absence
of severe recessions. Atkinson concluded that comp® the pre-war credit markets, both, the
process whereby bonds are offered and subsequeeftylts, continued to be associated with

business cycles.

Bernanke Gertler and Gilchrist (1996) surveyed nfacturing firms and found that small

companies experience substantially more pro-cyicliaaiation in sales, inventories and short-
term debt than large firms do. An implication o&tfinding was that at the onset of recession
borrowers facing high agency costs should receivelaively lower share of credit extended.
Because of this high agency cost, borrowers shactdunt for a proportionally greater part of
the decline in economic activity. Bernanke Gertderd Gilchrist also argued that reduced
spending, production and investment by high-agerusg-borrowers will exacerbate the effects

of recessionary chocks.

US junk bond boom in the late 1980s offered a gaample of deteriorating issuer quality and
investors’ over-optimism. Grant (1992), Klarman 419 Kaplan and Stein, (1993) have studied
the 1980s boom and all of them have come into @heesconclusion about issuer quality. Kaplan
and Stein described the junk bond period as folidWke success of early deals attracted a large
inflow of new money, and by the late 1980s too nimeimcing was chasing too few good déals
This high-yield bond boom was launched by Michadk®&h, the executive of Drexel Burnham
Lambert Inc. He practically created high-yield bomérket from the scratch by closing the
liquidity gap of falling angels and new issues. IKdih’s primary marketing statement was that
the default risk of the new issue junk bonds waslar to existing small number of fallen angels.
In reality, the main reason for low default rates the recent issues in mid-1980s had been the

economic growth in the early 1980s.
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Klarman (1991), Asquith, Mullins and Wolff (198%gaied that the denominator in the defaulted
bond share soared during the 1980s issuance baaming the risk under-pricing. U.S. high-

yield market boomed after the mid-80s and therefloeerelative size of older high yield bonds

decreased. Asquith Mullins and Wolff pointed ouattlan average buy-and-hold investor who
purchased a portfolio of bonds in 1977-1978, exqmered a default rate of 34%. On the other
hand bonds issued 1979-1983 or 1984-1986 had altedite of 19-27% and 3-9%, respectively.

The effect of bond age on the default was cleavigent from the results. Default rates were
lower immediately after issue but rose over timg tiige time the defaults for bonds issued 1979-
1984 occurred, the overall market had grown muagiela The larger total market made the high
default rates of old bonds appear small relativeh&osize of the overall market, which now was

dominated by recently issued bonds with low defeat#s.

Probably the most far reaching study concerningréthetionship of issuer quality and expected
returns is done by Greenwood and Hanson (2011)y ®ewed that issuer quality has
incremental forecasting power for corporate bortdrns over and above traditional proxies for
risk premium, including credit spreads, short-tenterest yield and the term spread. Greenwood
and Hanson also found out that the quality of defiiance is a better of excess corporate bond
returns than the aggregate quantity of the debiaisse. Greenwood and Hanson claimed that
unlike issuer quality, the quantity of debt issummesponds to common shocks which are

unrelated to the pricing of credit risk.

2.5 Intermediaries’ Role in High Yield Bond Returns

A significant amount of investment is intermediatgdbrokers, dealers, investments banks and
insurance companies and other market makers. iiteisnediation usually takes some time when
the capital is transferred from one investment ofymity to another. In addition intermediaries
may also bear investment risks. Thus, when a supptiemand shock takes place, initial price
adjustments may be larger than they would have beenmarket with perfect intermediation
(Duffie, 2010).

Gromb and Vayanos (2002) stated that like othepam@tes, also intermediaries face operational
constraints. Besides to budget restrictions, thetnmportant ones are financial and regulative
constraints. The role of funding constraints becamgarent also in the global liquidity crisis in

2007 (Garleanu and Pedersen, 2010). Banks unafiladatheir operations closed down and this



20

way the crises spread all over the economy. Thedkeer in refinancing was the net worth of
assets which lost their values. Garleanu and Pexd@snstructed a model that captured several
salient features of the last few financial crisks.the model crises generally start from the
negative chocks which lead to losses for leveresh@gincluding the financial sector. Further,
financial agents will face funding problems as tintymargin constraints. Constraints limit the
flexibility of financial agents or intermediariesic this inflexibility leads to drop in treasury
rates, spike to interest-rate spread as well ds premiums. According to Garleanu and
Pedersen, the outcome is increased price gap betsexmirities with identical cash flows but

different rating.

Also Kashyap Stein and Wilcox (1993), Shleifer afidhny (1992) and Holmstrém and Tirole
(1997) emphasized the importance of fluctuationdanks’ and other intermediaries’ balance
sheets. Holmstrom and Tirole showed how capitaktamts in intermediation can affect the
equilibrium interest rates as well as interest igieeads. Shleifer and Vishny argued that the
tendency of investors to withdraw funds from intetiaries following negative performance
limits the ability of intermediaries to exploit hgeturns.

Adrian, Moench and Shin (2010) studied the possibthat the financial intermediaries are
affecting to the credit cycles. They found evidetitat intermediary balance sheets provide a
window on the transmission of monetary policy tlgioiwcapital market conditions. Particularly
intermediary balance sheets that were marked t&ehaior example balance sheets of broker-
dealers, were appropriate. Adrian Moench and Shéo aescribed the link between the
intermediary balance sheet and high yield bond'metiBecause the majority of the liability side
of financial institutions comes from short-term tmving arrangements, their cost of borrowing
is tightly linked to short-term interest rates. 8ltaneously the leverage of the intermediaries is
constrained by risk. In more volatile markets teecrage becomes riskier and the credit supply
tends to be more constrained. Finally, by assurthagspreads were a proxy for the long-terms
asset returns financed with short-term liabilitiesdrian, Moench and Shin showed that
historically the intermediary demand for high-yietdsets have declined when the market

conditions have gotten worse.
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3 HYPOTHESES

This chapter presents the research hypotheses iandsses how they are linked with the
underlying theories. Overall, in line with Secti@B one of the main assumptions is that the
aggregate credit growth and future corporate batdrms have an inverse relationship. While
assuming that aggregate credit growth is the fastesng economic booms and demand for
funds change around the cyclical turning pointgs thesis simultaneously hypothesises that all
types of capital tightening hit poorly capitaliziins the hardest. This assumption is in line with
Section 2.4 that showed that the quantity as vgetha quality of bond financing is related to the
long swing in the investment cycle. Further, thieesis proposes that issuer quality has

incremental forecasting power over and above i@t proxies for risk premium.

As presented in Section 2.5, three different readon the inverse relationship between issuer
quality and excess bond returns will be presentdgi:time-variation in intermediary risk
tolerance in markets characterized by limited et other intermediary financing frictions, (2)
countercyclical variation in the rationally detemad price of risk and (3) time-varying
mispricing due to investor biases in evaluatinglitrask over the cycle. All these hypotheses

will be tested to find out the intermediaries’ ratehigh yield bond performance.

The rest of this chapter is constructed as folloBextion 3.1 introduces a simple reduced-form
model in which first three hypotheses are basedention 3.2 discusses the role of intermediary
balance sheet strength to the high yield bond metand in Section 3.3 Table 1 summarizes the

hypotheses.

3.1 Issuer Quantity and Quality

Following Greenwood and Hanson (2011), this sedttrmduces a simple reduced-form model
in which corporate debt issuance responds to clsaingehe pricing of credit. This model
explains why the debt issuer quality can be a ugehky for forecasting excess credit returns
and also explains why quality may contain informatabout expected returns beyond what is

revealed by credit spreads. Hypotheses 1, 2 ame @esived from this theory.

The model builds on the credit spread definitionDafffie and Singleton (1999). Duffie and

Singleton defined credit spreagl, to be equal to expected credit losBgs plus expected excess
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returns. Expected excess return is a multiplicatibexpected return on credit assB(®,) and

the exposurg, of typed firms to the market-wide pricing of credit risk.
Sor = hoc + BoE(Ry) 1)

Expected credit lossdg; and return€(R) are time-varying variables. The time-varying natur
of spreads suggests that credit spreads meanethtfénings at different times. Spreads can be
low because default probabilities are low or beeagigected excess returns are low. Following
Greenwood and Hanson (2011) the assumption isettizcted credit lossdwg: do not directly

affect expected excess returns. In other words fiom on credit spread and excess bond returns

mean the same in this thesis. Thus the expectezsexeturnss [rxe,tﬂ], on claim typée) is:

E[Txe,t+1] = BoE(R:) )

Stein (1996) showed that the deviation of optingital structure is costly if the company has
too little or too much debt capital. Following Stethis reduced-form model assumes that the
target capital structure is chosen by maximizing tenefits of the cheap debt capital and

simultaneously minimizing the effect of strayingrr the optimal debt ratio.

In this model the target capital structure has itwaependent componentg:is a common capital
structure component for all firms armg, is a firm specific component for all firm& Firms

choose their capital structure by maximising tHeWing function:

maxq,, [( hgt — SG,t) Xdgr— (X) X (de,t - (at + Ce,t))z] (3)

2

maxq,, [_ﬁeE(Rt) Xdoe — (%) X (de,t - (at + Ce,t))z] 4)

wherey reflects the cost of deviating from the targetitdstructure (as explained in section

3.2). The optimal choice of leveradg, can be derived from the equation (4) and hence is:

dG,t =as +Cor — (%) * E(Ryt) %)
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Equation (5) suggests that companies borrow morenwhe expected returns on credit assets
[E(R)] are low (assuming that the exposure to the maskaé¢ pricing of credit risk$y), and

the cost of deviating from the target leveragg (emain unchanged). The Q-theory (Tobin,
1977) is a classical justification of this argumehe optimal scale of corporate investments and

hence debt issuance rises when rationally requétnins on assets decline.

For simplicity all companies in this model are eitttow default riskI{) or high default riskH)
entities. The central assumption is tfak Sy meaning that bonds of high default risk firms are
more heavily exposed to market-wide changes irptleeng of credit risk. The logic behind this
argument can be seen from the equation (5). $inegy, fluctuations in expected returB$R;)
have a larger impact on the issuance of high defesll firms than on the issuance of low default
risk firms. When assuming that half of the debssied by low risk companies and the other half

by high risk companies the equation (5) can begortes! as follows.
die+ due = (2a; + ¢+ cuy) — (%) * E(Ry). (6)

Equation (5) and more detailed version of it, equm(6), offers the common ground for the first
hypothesis. In line with Tobin’s Q-theory (Tobir§@9) the assumption is that when the required
return on credit assets decline, the scale of inwests activities and hence debt issuances
increase. The hypothesis is that during the perafdsicreased investment activities investors
underestimate risks and in general require toorktwrns for their investments. After the turning
point of the cycle, this underestimation is reféettas a lower or even negative excess bond
returns. Excess bond returns equal to the creteagpbetween risk-free Government Bonds and

corporate bonds of same maturity.

H1: Aggregate corporate debt growth can forecast exdessl returns. Debt

growth and excess returns have a negative cor@ati

The challenge with the quantity based approachasthe common capital structure component
(ay) in equation (6) remains for all companies. Thus useful to examine the difference in debt
issuance between high- and low-default risk firBg.looking at the quality of the issuance, the
impact of the common fact@ which affects the debt issuance of all firms, pgzars. Thus the

comparison of the quality mix helps to isolate thivrmation that issuance contains about the
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expected returns. Following Greenwood and Hans@a1(R the difference in issuer quality is

measured with the default risk of high net delbtess with that of low net debt issuers.
dye— dpe = (CH,t - CL,t) - (@) * E(Ry) (7)

H2: Debt issuer quality can forecast excess bond rstutssuer quality and

excess returns have a negative correlation.

The reduced-form model described above suggeststhbkaboth coefficients of quality and
quantity will be negative as long as the varianeebigger than zero. However, the quality
becomes more important explanatory factor when thgance of non-firm specificaf)
determinants of optimal capital structure growgéaor the variance of firm specific determinants
approach to zero (Greenwood and Hanson, 2011)s@tre applies also for the credit spréad.
For example, if aggregate debt issuance fluctuaigsificantly due to shocks to aggregate
investment opportunities, the quality mix should lbetter return indicator. The model also
suggests that the results are the strongest whrenafsting the returns of the low-grade bonds

which have the greatest exposure to market-widagdmin the pricing of credit.

H3: Issuer quality has incremental forecasting powegraand above the term and credit

spreads as well as short-term risk-free interesltdg.

3.2 Intermediary Balance Sheet Strength and Time-varyig Investors’ Beliefs

Fourth and fifth hypotheses are related to thenfired frictions created by the financial
intermediaries. These frictional explanations assuhat risk premiums fluctuate due to the
health of financial intermediary balance sheetdlolring Gromb and Vayanos (2002), the
assumption is that financial intermediaries alwegduce the wedge between asset prices and
enable the efficiency of the financial markets. @@ other hand intermediaries also are
financially constrained and their positions canexteed the certain level of wealth. So even if
intermediaries reduce the wedge between assetsnthke the wedge more sensitive to supply

shocks. Intermediary’s wealth serves as collat@nal hence a reduction in a wealth can reduce

“ Relevant calculations are presented in Appendix 1.
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the intermediary’s ability to invest. This inabylito invest is closely related to fire sales (Sklei
and Vishny, 1992). Following Adrian, Moench andr8[2010) this thesis hypothesises that the
difference in default risk of high net debt issueigh that of low net debt issuers will be high
when intermediary balance sheets are strong. Tferehce in default risk of high and low net

debt issuers is called issuer characteristic spread

H4: Intermediary balance sheet strength is a significaleterminant of the issuer

characteristic spread.

Rajan (2005) argued that certain institutional stees are keen on taking excessive risks and
reaching the yield when riskless nominal ratesl@areor have recently fallen. Analogically, the
low yield curve in 2008-2010 and the subsequent lyigld credit boom in 2010 suggest that
investors may have taken excessive risks. SimilerlyRajan, Klarman (1991) argued that the
80’s junk bond boom in U.S. was fuelled by investarho still wanted to earn same high
nominal rates than in the early 1980’s. FurtheemBarberis, Shleifer and Vishny (1998) argued
that investors think that the economy either evelaecording to a more or less persistent
process. Barberis, Shleifer and Vishny saw thdowohg low-default realizations investors start
to believe that the business environment has fued#ly changed and the low default
environment is more persistent than it truly iswLoredit quality firms are expected to be safer
than they really are and this wrong risk analyssrdases the price of the credit. Recognizing
that the credit is cheap, low quality firms willeth issue large amount of debt, making then even
more likely to default in the future. Following Beris, Shleifer and Vishny, the next hypothesis
is that issuer characteristic spread is wide wleem tspread, nominal rates and past default rates
are, or has recently been, at the low level.

H5: Past default rates and bond returns, term spread simort-term risk free yield are

significant determinants of the issuer charactégsspread.
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3.3 Summary of the Hypotheses
Table 1 presents the research questions presentgelction 1.2 and the hypotheses presented in
Sections 3.1 and 3.2. Excess bond returns mentionétk first hypothesis equal to the credit

spread between risk-free Government Bonds and catgbonds of the same maturity.

Table 1 Summary of the hypotheses
This Table presents the research questions antyihatheses of this study. The left side of Tablprdsents the
research questions also presented in Section heSright side of the table presents the hypothek#ss thesis.

Research questions Hypotheses
1. How does the aggregate debt growth H1 Aggregate corporate debt growth can
correlate with the future excess bond forecast excess bond returns. Debt
returns? growth and excess returns have a

negative correlation.

2. How the bond issuer quality fluctuations H2 Debt issuers quality can forecast

are correlated with the future excess excess bond returns. The relationship
bond returns? between quality and the expected
returns is negative.

3. Does qualty have an incremental H3 Issuer qualty has incremental
forecasting power for corporate bond forecasting power above term and
returns over and above traditional pro credit spread as well as short term
for risk premium? free interest yield.

4. s there a relationship between the H4 Periods of strong balance sheet of
intermediary balance sheet strength and financial intermediaries are followed
excess bond returns? by low excess returns on corporate

bonds.

5. What are the forces driving time-series H5 Past default rates and bond returns,
variation in expected corporate bond term spread and short term risk free
returns and the relative quantity of high- yield are significant determinants of
yield bond issuances? the issuer characteristics spread.
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4 METHODOLOGY

This section introduces the methodology used is thesis. The main focus of the thesis is to
analyse issuer quality and subsequent bond retWwWisile bond returns are easy and
straightforward to observe, the issuer quality mrensubjective variable. Following Greenwood
and Hanson (2011), the issuer quality is measuigdtwo main metrics. The first one compares
the default risk of high net debt issuers with tbatlow net debt issuers, denoted as issuer
characteristics spred8S.The second quality measure is formed by usingitcratings assigned

to new corporate bond issues.

4.1  Issuer Characteristic Spread

The primary issuer quality method used in this gtigda particular application of Merton’s
(1974) model which was developed by the proprietdrthe KMV Corporation The original
model is called Merton’s distance to default (DDpdul. Merton’s DD model applies the
framework in which the equity of the firm is a calption on the underlying value of the firm
with a strike price equal to the face value of fine’'s debt. The model recognizes that neither
the value of the firm nor the volatility of the ass is directly observable. Both can be inferred
from the value and the volatility of the equity bsing an iterative procedure to solve the system

of nonlinear equations.

Bharath and Shumway (2008) created a naive alteen&r the Merton’s DD model after
proving that assumptions about the firm’s valuéof@ing Brownian motion are generally always
violated. This model captures both the functiomaht and the same basic inputs of the Merton’s
DD model without using the Merton’s DD probabildag an explanatory variable. The model has
been shown to forecast default probability withtéetccuracy than the original Merton’s DD
model. In this thesis the expected default frequersc calculated following Bharath and
Shumway (2008). The equation for the expected digbaobability is:

sor, — o] - (ln(Ei';:i’t)+“i't_0'56i2't) -

Oit

® Acquired by Moody’s in 2002. Nowadays Moody’s KM36rporation.
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WherekE;; is the market value of equity afkg; the face value of all liabilities computed as $hor
term liabilities plus one half of long-term lialiés. x; is the asset drift which is estimated by
using the prior 52-week stock returng-] is the normal standard cumulative distribution

function andby i;is the asset volatility estimated with the equityatility og; .

Oy e = (Fi'gfi'f) 05 i,t+( diz: )(0.05 +0.25 * 05 ;1) (9)

Fit+Ei¢

whereE;; is the market value of equitly;; the face value of all liabilities computed as $tterm
liabilities plus one half of long-term liabilitie®©n the right side of the equation (9) the delibrat
is multiplied with(0.05 + 0.25 * o i,t). Five percentage points represent term structoiagility

and 25% times the equity volatility simulates tlwgatlity associated with default risk (Bharath
and Shumway, 2008). Highly levered firms with hagset volatility and low returns should have
the highestEDFs. Other group with higleEDF are newly issued small companies which are

growing at the large speed.

As shown in Section 3.1, changes in target leveegenot informative about expected returns
and in addition have a common component that iseshay all firms. Thus it is useful to
examine the difference in debt issuance between-lagd low- default risk firms. To do this
company sample is divided to 5 different groupsr(gies). All quintiles have the same amount
of observations and are rebalanced periodicalljzefcomparing the difference in debt issuance
the lowest and the highest quintiles are used wmize the influence of outlier firms and to
remove the possibility of compositional shifts haped in the economy. The limitation of using
quintiles is that some company specific informaim®ignored.

As shown, the difference in debt issuance is measwith the expected default frequency
between high and low net debt issuers. The remaisdgalled as characteristics sprekgf In

this comparison the qualiffand debt issuance can vary continuously across firm
ISS = E|Bi|\High d; ] — E¢[B;|Low d; ] (10)

Previous papers have shown that characteristi@adpsewide during credit booms and narrow in
the bottom of the cycles (Atkinson, 1967; Grant9Z;9Klarman, 1991; Kaplan and Stein, 1993;

Greenwood and Hanson, 2011). In practise this megwisduring economic booms the share of
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lower quality firms of all companies acquiring déiiance is larger. Building on equation (10),
the credit quality of firms issuing large amountd#bt relative to their size to that of firms
issuing or retiring debt will be compared. The camngon is based on periodical changes in debt,
Thus in each yedy the expected difference in default frequenciesvben high and low net debt

issuers is recalculated. This ratio is denotetS&°".

ISSEDF _ Zie High net debt issuers EDFi,t _ Zie Low net debt issuers EDFi,t 11
- NHigh net debt issuers Né,ow net debt issuers ( )
t

The annual change in debt is the change in assetshe change in book equity scaled by the
lagged assets. This measure counts all changébifities, i.e. also credit payable changes and

changes in other non-interest bearing debts asgrered.N denotes the number of firms.

4.2  The High Yield Share

The second quality measure, the high yield shareysed to control the results of issuer
characteristic spread. It is formed by using credalings assigned to new corporate bond issues.
Fallen angels are not counted. The primary sowcerkdit ratings is Moody’s. If the Moody’s

rating is missing, the Standard & Poor’s ratingssd.

Y.High yield Bit
HYS, = gy (12)
ZHigh yield Bi,t"‘ZInvGrade Bi,t

In equation (12B; denotes the principal value of bondsued in yeat. The high yield share is

measured periodically. In empirical part of thesikethe high yield share is changed into a
logarithmic form because it provides a good fithiihe other linear independent variables. There
is one annual period when the high yield sharebeags 0%. In this case the value is replaced by

the logarithmic value of the second smallest higdyshare value obtained.

The advantage dflYSis its simplicity compared t&DF. However, there are several drawbacks
when usingHYS The first one is that when assuming that loan lamad markets are at least
partially integrated, the high yield share tracktyahe fluctuations in bond markets. European
debt markets are dominated by bank loans and trer&DF should be favoured because it
reflects broader measure of debt issues includoty bank loan and bond market financing.

Secondly the relative sizes of markets have fluethigignificantly because the high yield bond
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market in Europe is relatively small. There areiqus when the high yield issuances count
almost one third of total issuances and on therdthed periods when the share of high yield
bonds have been zero. The paper of Greenwood andoHg2011) supports the assumptions
presented above. Despite of these shortag¥§is included as an explanatory factor in this
thesis. The reason for this is thdY Smay reflect the general credit market confidernoe thus
can deliver some extra value to the research. ¥ample, Greenwood and Hanson (2011) argued
that high yield bond issuances are not driven bgstors’ ability to bear higher risk, but rather
by their willingness to take risk. If this is thase,HY Sshould follow the general economic cycle

with the high accuracy.

While ISSPF andlog(HYS)are the explaining variables emphasized througttwitthesis, the

aim is to show that findings of this paper are semsitive to the specific method used to measure
the issuer quality. In order to do this excess bmtdrns are also forecasted with bankruptcy
hazard rate estimated by Shumway (2008) and witlerak other issuer characteristic spread

compilations. The alternative methods and the tesuk classified in Section 6.6.
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5 DATA AND SUMMARY STATISTICS

This chapter introduces the data collection proeeskoutlines the final data sample used in the
empirical part of this study. Descriptive statistiof the data are included in the end of this

section.

5.1 Data Collection Process and the Final Dataset

The main focus of this thesis is to find the r@aship between the issuer quality and excess high
yield corporate bond returns. In order to do this high yield bond index data is used. However,
high yield corporate bond markets did not praclycaekist in United Kingdom or in continental
Europe before the inception of euro currency (Baamti Marqués, 2004). The first high-yield
index was launched in December?'31997, by Merrill Lynch (Current Bank of AmericaeMtill
Lynch). This index is a proxy for high yield boneturns throughout the thesis and thus is the
single most important time series of the study.ABMerrill Lynch European Currency High
Yield Index tracks the performance of euro andigritpound denominated below investment
grade corporate debt publicly issued in the Eurdbasterling domestic or Euro domestic
markets. In this context Eurobonds refer to thedsassued by European corporates denominated
in non-European currencies. According to BoFa Nldrginch, qualifying securities must have a
below investment grade rating based on an averdgblomdy's, S&P and Fitch and an
investment grade rated country of risk. In additiqualifying securities must have at least one
year remaining term to final maturity, a fixed cowpschedule and a minimum amount
outstanding of EUR 100 million or GBP 50 milliomdex constituents are capitalization-
weighted based on their current amount outstandihg index defines the geographical scope

and type of companies studied in the thesis.

This thesis concentrate to analyse the credit hebawf non-financial companies and therefore
financial firms are excluded (ICB industry code &J00 or SIC code 6000-6999) from the
research sample. In addition governmental ent®l€ code 9000-9999) are not counted in
because of their regulated nature. Both currerdtivea and non-active corporates are taken into
account to avoid the survival bias. To be included the sample company has to have at least
two consecutive years of balance sheet and maratt dvailable. When calculations are
performed with quarterly financial data, companyg thave at least four consecutive quarters of

data available. Any firm-year without a precedireps/quarter data available is excluded from
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the final sample. Companies included in the firsahple have to be headquartered in one of the

European countriésCompany specific data is collected by using Thmm®NE Banker.

After the adjustments mentioned above, the corposatmple consists of 4,201 companies
headquartered in one of the European countrieshé&ircompanies whose financial year does
not end on December or whose market value is hess 100 million euros are ruled out. Results
are also calculated without these controls. Wheretid of the financial year is not controlled, all
results looks smoothed. On the other hand the donisf companies which have less than 100
million euros market cap does not change the obdaresults significantly. Figure 1 shows the
number of annual and quarterly observations irfithed sample. The final sample from 1980 to
2010 consists of 2,034 companies and altogeth&917jirm years. The period when the high
yield bond index data has been available, 1998-2€1#0 annual company sample consists of
2,015 companies and 14,143 firm years.

Figure 1 Number of annually and quarterly observedirms

This Figure shows the number of companies in th& fannual and quarterly samples. The final ansaaiple from
1980 to 2010 consists of 2,034 companies and dhegd 7,691 firm years. Firm years are presentetheneft side
of Figure 1. Quarterly sample consists of 1,336 ganies and 25,567 individual quarterly observatifnosn

January 2001 to September 2011. Quarterly obsensdre presented on the right side of Table 1.
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Quarterly sample consists of 1,336 companies arsbZ5ndividual quarterly observations from
January 2001 to September 2011. Reliable quanteegsured balance sheet data beyond the year
2001 was not exclusively available and is thus mdifrom the analysis. Appendix 2 describes

the distribution of the observations by countries.

5.2  Definition of Variables

This section shortly describes all variables usethis thesis. Summary statistics are shown in
Table 2. This table describes mean, standard deviahd extreme values of firm characteristics
and time-series variables. Excess bond returngddfetent compilations of issuer characteristic

spread are described in detail while other varmllee more common and thus explained more
briefly.

Excess bond return@x*.x) is a continuous variable describing the excessnstof corporate

bond indexes compared to German Government Bondxe@sl Excess bond returns are
calculated for high yield, AAA-grated and BBB-grdfebond indexes and presented in a
logarithmic form. Corporate bond indexes used dfered by Bank of America Merrill Lynch

and on an average have an average time to maufrifive years. Because of the average
maturity of five years, the 5-year German Governimigond index is used as a risk free bond
index when calculating excess bond returns. Exibesd returns are calculated for 1-, 2-, 3- and

4-years cumulatively by summing the log-returnsetbgr.

Debt issuer quality, ISScompares the highest and the lowest charactegstittiles of low and
high debt issuers of the specific year. Companiedavided to quintiles periodically. The main
quality characteristic is the expected default diextcy, EDF. This explanatory variable follows
the Merton’s (1974) Distance-to-Default model. Fethier characteristics are used to compare
the results given b¥DF. These characteristics include Shumway distres&rdge, size, age,
CAPM-volatility and dividend policylSS' classifies the companies by their annual change of
total assets minus the change in book equity scaittdthe lagged assettSS' takes both loan
and bond market debt growth into the calculationd & hence more reliable measure of debt

growth than the share of high yield issuances.htn dase 0f1SS", Greenwood and Hanson

" Standard & Poor's rating. Moody’s ratings wouldAma and Baa2, respectively.
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(2011) showed thaSS " is statistically equivalent of credit ratings byvhy 54% correlation
with S&P credit ratings during the time period frd®85 to 2008. Firm characteristics related to
ISS* are measured as of Decemlteor in the end of each quarter depending on the tim
frequency used. Since the measurements are dadhe énd of the each perid&S‘ captures any
incremental risk that creditors are assuming. Tisigppropriate because if the transaction(s)
significantly raises leverage, the company is mgé a low risk player and also credit markets
should notice this.

High Yield Share, HYSs defined as the high yield bond share of all menporate bond issues
denominated in euros or in British pounds. In dadditbonds have to be issued by companies
headquartered in Europe between January 1999 adri8lger 2011. The rating is obtained from
Moody’s. If the Moody'’s rating is missing, the Stiamd & Poor’s rating is used.

Other variables in the study are:

Net debt issuest(l/A) the change in assets minus the change in bookysgjus deferred
taxes minus preferred stocks scaled by the laggeeta

Net equity issuesté/A) growth of balance sheet equity and net of rethie&nings scaled
by lagged assets

External finance (e+d)/A  sum of net debt and the net equity issuance stgl¢otal assets

Expected Default frequencyMerton’s (1974) expected default frequency cal@adaiccording to
Bharath and Shumway (2001)

Shumway distress bankruptcy hazard rate estimated by Tyler Shum&ag9X)

Leverage (D/A) annual cash flow interest expense scaled by tetsta

Market Cap log(MY logarithmic market capitalization of the companyhe end of each
period

Age time period the company has been listed iokséxchange.

Dividend annual cash dividends scaled by the average meakes of equity

during the period

yYosit 2-year German Government Bond yield
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YoLe-Yosi spread between the 10-year intermediate and 12-@sman
Government Bonds

yY2Esy 1Yyt credit spread between BBB-bond index and 5-y&arman
Government Bonds.Bank of America Merrill Lynch Emu
Corporate Non-financial BBB-bond Indesed in this study has an
average maturity of 5 years.

Y %5y tYosy credit spread between AAA-bond index and 5-y&erman
Government Bonds.Bank of America Merrill Lynch Emu
Corporate Non-financial AAA-bond Indesed in this study has an
average maturity of 5 years.

rx™Y one year lagged high yield bond excess returns

In addition to above mentioned variables, growtimaglustrial production, aggregate consumption
growth, the recession dummy and the output gapuseel as macroeconomic control variables.
Log excess returns on corporate bonds are comportdzbnd index returns based on high yield
(HY), BBB-rated and AAA-rated bonds, and are deddigrx. Excess returns are the difference

between corporate bond returns and German GovetrBoen returns of the same maturity.

To test the predicting power of the intermediariabee sheet strength to excess high yield bond
returns, the following variables are used: Insuyalance sheet capital (BAre) and insurer
balance sheet growth (dAJAure); broker-dealer balance sheet capital @g)fand broker-dealer
balance sheet growth (dAéA); bank balance sheet capital (B4A) and bank balance sheet
growth (dA/Asan); lagged equal weighted returns on bank stocksbamd loan loss provisions

scaled by the total loans.
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Table 2 Summary statistics

Panels A-E of Table 2 show mean, median, standevihiion and extreme values for firm characteris{ieanel A)
and for time-series variables (Panels B-E). Pansufmarizes the firm-level characteristi€hange in debis the
change in assets minus the change in book equiled by lagged assetShange in equitys the growth of balance
sheet equity and net of retained earnings, scajdddged asset&External financds the sum of net debt and net
equity issuanceEDF is the Merton (1974) expected default frequenajcudated following Bharath and Shumway
(2008).SHUM is the bankruptcy hazard rate as estimated by $layn200). Leveragdas book debt over assets.
Market capis market value of the equity in millions of eurdgeis the number of years company has been listed in
stock exchangeDividendsis annual cash dividend scaled by assets. In FBnér each characteristic XSS
compares the average characteristic quintile oh ldgd low debt issuers of that period. Charactesishclude
expected default frequency (EDF), market cap weidldDF, Shumway distress, EDF deciles, leveradatility of
residuals from CAPM regression, size, age, dividelDF level, short-term debt, long term debt aguitg. “High”
and “low” are associated so that the high assatiafth a higher default probabilitydY Sfor both euro and British
pound denominated bonds is the high yield sharetaf bond issues in EuropedYSeuro denominated bonds”
accounts only issuances done by European compen@sgo currency. Panel C summarizes bond retumdstlze
time-series control variablegs, is the short-term German Government Bond yiéyzﬁt —YSG,t) is the spread

between the yields on the intermediate- and sleont-tgovernment an@zﬁf’g — ygt) is the credit spread of BBB-
rated bondsrx” denotes excess returns. Excess returns are retuensrisk free bond returns. Characteristics Y
include 1,2,3 and 4-year excess returns for highdyBBB- and AAA-rated bond&xcess equity returrere sample
stock returns over risk free bond returns. PanaluBimarizes time-series measures of intermediagnbal sheet
strength. Characteristics inclutb@ank balance sheet capitétbtal assets minus liabilities all over assets] bank
balance sheet growtfpercentage change in total assetgurer balance sheet capitétotal assets minus liabilities
all over assets) anidisurer balance sheet grow{jpercentage change in total assdispker dealer balance sheet
capital (total assets minus liabilities all over assety] laroker dealer balance sheet growghercentage change in
total assets)lagged equal weighted returns on bank stoghkdbank loan loss provisionscaled by total loans and
leases.

Mean Median St.dev Min Max
Panel A: Firm-level data 1998-2011quarterly observations)
Change in debtAd/A 0.04 0.01 0.35 -0.99 19.18
Change in equityAe/A 0.03 0.01 0.33 -1.00 15.57
External finance: (e+d)/A 0.04 0.01 0.31 -0.96 19.18
BExpected Default Frequency: EDF 0.09 0.00 0.28 0.00 1.00
Shumway distress: SHUM 0.03 0.00 0.10 0.00 0.98
Leverage: D/A 0.48 0.50 0.26 0.00 1.00
Market Cap, EURm 2,879 483 12,528 100 209,056
Age 1154 9.25 9.76 0.00 47.25
Dividends 0.03 0.01 0.14 0.00 0.53
Panel B: Debt issuer quality 1998-201(quarterly observations)
ISS=PF Expected Default Frequency (high-Ic 0.13 0.20 0.42 -1.19 0.68
1SS °"Market Cap weighted 0.00 0.00 0.30 -0.82 0.64
1s"“M shumway distress (high-lo 0.85 0.78 0.34 0.42 1.53
1S<EPF deciles 0.25 0.37 0.94 -2.43 2.00
ISS® Leverage (high-low) 0.25 0.36 0.37 -0.95 0.82
ISS CAPM o(high-low) 0.85 0.78 0.34 0.42 1.53
IS size(small-large 0.07 0.09 0.33 -0.77 0.67
1SS ?*Age(young-old) -0.60 -0.55 0.42 -1.86 0.07

IS”" Dividends (nonpayer-payt -0.02 -0.01 0.08 -0.19 0.14
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Panel B continuegquarterly observations) Mean Median St.dev Min Max
|gcevel 0.03 0.02 0.03 -0.05 0.10
|ggt-debt -0.11 0.05 0.51 -1.71 0.62
|gSt-debt 0.04 0.06 0.35 -0.78 0.71
|gceauity 0.10 0.21 0.56 -1.40 1.33
HYS: Euro and British Pound denominated bonds 0.07 06 0. 0.05 0.00 0.24
HYS: Euro denominated bonds 0.06 0.06 0.04 0.00 0.17

Panel C: Returns on macroeconomic controls, %, 1998011 (quarterly observations)

Macroeconomic controls:

yosi 2.95 3.15 121 0.52 5.07
veLey st 1.64 1.76 0.79 0.22 2.86
225y ey syt 151 1.27 0.99 0.37 5.57
Industrial production growth 0.00 0.01 0.02 -0.05 0.05
Consumption growth 0.01 0.01 0.01 -0.04 0.01
Recession dummy 0.15 0.00 0.36 0.00 1.00
Output gap -0.01 0.00 0.02 -0.05 0.02
Returns:
oY 1 0.01 0.03 0.21 -0.55 0.57
BB 0.01 0.01 0.06 -0.15 0.18
AR 0.00 0.00 0.02 -0.05 0.04
Y o 0.01 0.06 0.28 -0.61 0.66
B, 0.02 0.00 0.07 -0.17 0.17
AR -0.01 -0.01 0.02 -0.06 0.04
Y s -0.03 -0.01 0.25 -0.53 0.40
B s 0.02 0.02 0.06 -0.16 0.13
AR s -0.01 -0.01 0.01 -0.05 0.01
oY s -0.03 0.02 0.25 -0.48 0.47
B s 0.02 0.01 0.07 -0.17 0.14
AR s -0.01 -0.01 0.01 -0.05 0.00
Excess equity returns -0.22 -0.20 0.29 -0.71 0.26
Panel D: Intermediary Balance Sheetsquarterly observations)
E/Abank 0.08 0.08 0.01 0.04 0.09
dA/Abank 0.03 0.02 0.09 -1.00 2.26
E/Ansurer 0.10 0.10 0.04 0.03 0.16
dA/Amsurer 0.02 0.01 0.06 -0.26 2.05
E/Agp 0.41 0.41 0.04 0.32 0.48
dA/Agp 0.05 0.02 0.20 -0.94 2.20
Lagged bank equity returns 0.04 0.04 0.12 -0.31 0.28

LoanLossesank 0.0027 0.0017 0.0023 0.0005 0.0123
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6 EMPIRICAL RESULTS

This section presents the empirical results of thesis. Sections 6.1 and 6.2 show how issuer
characteristic spread and high yield share haveldpgd over time. Sections 6.3 and 6.4 analyse
the predictive power of issuer quality measuredaind without control variables. Section 6.5
focuses on showing how the quantity and the qualityorporate debt issues correlate together.
Section 6.6 concludes the chapter by presentirigusadjustments to the construction 8&°"

in order to prove the robustness of the obtainsdlte

6.1 Characteristic Spread of the Expected Default Probaility

Following the discussion above, this section compdhe credit quality of firms issuing large
amounts of debt to that of firms issuing little tleb retiring debf For each yeat, the estimate
of the firm’s default probability is calculated ligllowing Bharath and Shumway (2008). The
difference between default probabilities of higll é&ow net debt issuer is denoted IB&"F. °

Figure 2 describes the characteristic spré@8§, for issuer quality between the lowest and the
highest quintiles with black solid line. The figuaéso shows CEPR recession periods with
darker grey and economic growth pauses with lightey.|ISS " =1 means that firms with high
net debt issuance h&DF's on average one fifth (quintile) higher than fewith low net debt
issuance. The usage of quintiles minimizes theiémfte of outlier firms or secular trent8S°"

is not sensitive to the split up method used arsite remain alike even if"s 10" or 30"

percentiles are used.

The influence of the business cycle can be remduedegressingSS " on the output gap
(Hodrick Prescott, 1997) and saving the residue® orthogonalized series, shown with dashed
line from the year 1993 onwards, still captures shme peaks and busts of the original series.

This supports the idea that credit cycle is soméwdifderent to business cycle and thus the

® ISS = E/[Bi|High d; ;] — E[Bi|Low d; ]

Z. . . EDF; . . EDF; . .
% |SSEDF = ls’j\:ﬁ’,’jgd}fgz,’,isgizim it _ Zie B et sewers — WhereEDF is calculated as following the methodology of
t

t
Bharath and Shumway (2008). The methodology isaémet thoroughly in Section 4.1.

10 Centre for Economic Policy Research, a registehedity founded in 1983
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business cycle predictors do not perfectly fitxteenal capital analysis. OrthogonalizZ&s " is

based on the output gap recorded by OEED.

Figure 2 Annually measured characteristic spread foissuer quality

This Figure shows the variation in annually meaduskaracteristic spread for issuer quality, dendtgdSS "
IS$PF compares the average default probability of highdebt issuers with the default probability of loet debt
issuers (top and bottom quintiles, respectivdB)F is the expected default frequency of Merton (197T4e dotted
line shows a version d8S™" that has been orthogonalized with respect to thpub gap. Grey areas in the figure
describe the European recession periods.
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ISSPF has been high in the early and the late 198059 1201 and again 2005-2008. On the
other handSS®" has dropped sharply in 1984, 1989, 2001 and i 28" tends to be low
on recessions and high in economic booms. It afspears thaiSS " reacts to smaller
downturns which are not classified as recessiomsekample in 198855S°" dropped sharply. In
that year the upward trend of world’s economy lIssine of its momentum because of the
strengthened dollar. For example in Japan and \We&erope the increase in overall demand
and production slowed down (World Economic Surugwyited Nations, 1985). Period from 2001
to 2003 is not officially a recession period but@cing to CEPR during this period European
industrial production fell and private investmemtsclined. On the other hand government

consumption in Europe rose by 2.2% and 2.7% in 20612002, respectively. In the late 2003

1 QOutput gap is the difference between potential GIDE actual GDP or actual output. The calculationthe
output gap is Y*~Y where Y* is actual output andsypotential output.
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European economy started to show weak signs oveegand this can also be seen from the
issuer characteristic spread which started to asgalready in 2004. From the perspective of the
European high yield bond markets, it is also evideat ISS°F has captured both high yield
booms experienced in Europe. As shown in Figuréir@e series correspond closely to the
historical accounts of credit cycle boom and bustewever, even thoughSS®" generally
follows economic cycles, the correlation is lesasntiperfect and the lead-lag relationship varies

over time.

6.2  The High Yield Share
A second quality measure used in this thesis isiéor using the credit ratings assigned to new
corporate bond issues. High yield sHais the principal amount of the high yield corperabnd

issuances scaled by all public bond issuances.

Figure 3 plots bothiSS™" andHYSto give a clear view from the variables. The tipeiod is

now shortened by almost ten years compared to ithhed-2, because of the lack of European
high-yield bond market data before year 1998. Asnshbefore, the high yield market did not
start to develop rapidly in continental Europe utite euro currency was introduced to world
financial markets as an accounting currency droflJanuary 1999. In Britain the first major
speculative grade bond issues were made durin§jsbed year 1998. High yield share in this

study captures both euro and British pound denamhigsuances.

Similar to ISSPF, HYStakes high values when the issuer quality is pdbe series plots well
two previous high yield booms in Europe. It is nabethy that between these booms the high-
yield credit issuance market was practically deadithis period characterized by the lack of new
speculative grade issuances repeated itself ag&t009. It seems that on both times high yield
share has reached its peak approximately one wetierehanISS . This phenomenon can be
explained so that the bond market is more promeetiative market signals compared to the bank
lending channels. In a market situation where igh kiield market issuances do not find investor
demand, banks still might be willing to finance Ewguality companies. The correlation between
annuallSS" andHYSis 40.8%.

2 Hys, = High yield Zit , whereB;, denotes the principal amount of bond issued im ea
YHigh yield Bit+ZInvGrade Bit
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Figure 3 Annually measured SS*°F and HYS
This Figure plots the high yield share on new coapobond issues on the right scale and for a ctsgralSS°F
on the left scaldSS®F compares the average default probability of highdeét issuers with the default probability
of low net debt issuer$dYSis the fraction of non-financial corporate bonsuiss with a high yield rating obtained
primary from Moody's. If Moody’s rating has not Ipesvailable, S&P rating is used.
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Both HYSandISSP" capture the quality fluctuations in the credit keis but the advantage of
HYSis its simplicity. HoweverHY Scaptures only bond issues and omits loan issuakytavhile
ISSPF includes both loan and bond market financing. imopean framework this should make a
significant difference because traditionally Eurapecompanies have related heavily on bank
financing. For example in late 1990s, 80% of exerdebt financing issued by German
companies was bank loans (Zingales, 2003). Furttvernif loan and bond markets were at least
partially integrated components of the broader a@ate credit markets, measures based on total
debt issuance should be more informative aboutrdutoond returns. That assumption is
supported at least by Becker and Ivashina (20169, showed that firms substitute from loans to
bonds at times characterized by tight lending stests] high levels of non-performing loans and
loan allowances, low bank share prices and tighhetary policy. Finally,ISS™ holds the
definition of the firm quality constant over timidY Sin contrast relies on the assumption that the
meaning of the credit ratings has remained constort example Servaes and Tamayo (2010)

argued that the agencies have become more congervaassigning ratings since 1970s.

6.3  Univariate Forecasting Regressions
This section presents how well issuer quality cgplagn excess bond returns. The aim is to show
that regardless of the issuer quality barometed,yseriods of poor issuer quality are followed by
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low excess returns on corporate bonds. After thatmhethodology of Greenwood and Hanson
(2011) is improved so that it better fits for tloedcasting purposes. Finally, the results obtained

by using the developed methodology are presentddtiae time-series controls.

6.3.1. Annual Data

Figure 4 shows one of the main results of thisithés short, it seems that periods of poor issuer
quality are followed by low excess returns on cosp® bonds. In Figure 4, annu&S"™ is
plotted alongside with cumulative high yield excestsirns over the following two years. Returns
are plotted in reverse scale so the negative a@tioal between series appears positive visually.
The correlation betwedi$S " and 1-year excess high yield bond returns is -a4#for 2-year
excess returns -68%. For 3-year excess returnsdinelation decreases down to -19% and for
longer time periods it practically disappears. Gsapor 3- and 4-year excess returns are not

showed in Figure 4.

Figure 4 Issuer quality and subsequent 1- and 2-yedigh yield excess bond returns

This Figure plots issuer quality (left axis) aloiugs cumulative excess high yield bond returns atrdd 2 year
horizons (right axis). Returns are plotted in reeescale. Issuer quality is measured W8&™". ISS" is the
difference between the average EDF quintile of taigt low net debt issuers.
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As shown, the correlation betwelSS" and high yield excess returns is significant aarld 2-

year horizons. However, obtained results do natotly mean that issuer characteristic spread
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would be a good return forecasting tool. The pnable that methodology used by Greenwood
and Hanson (2011) is inappropriate for real lifeef@asting in its original form. The reason for
this is that value ofSSF should be known for the on-going year alreadshimbieginning of the

year, even though the financial figures needed @ available until the end of the year.

In order to avoid this problem the issuer quali&gadis lagged in this study by one period. When
using annual data this means that the issuer yuidia from yeat cannot be used before year
t+1. The changed approach is presented in the equdiB)nLagging decreases the forecasting
power ofISSPF significantly; the correlation betwe¢8S " and 1-year excess high yield bond
returns is -28.6% and for 2-year excess returnsahelation is -19.9% compared to the previous
-44% and -68%, respectively. From now on b&8"" andlog(HYS)are lagged if not otherwise
mentioned. The reason for this is the previousintmeed forecasting ability.

T‘Xffk =a-+ b X Xt—l + ut+k (13)

In equation (13) the issuer quality explains excesorate bond returnsx!Y, denotes the
cumulative 1-, 2-, 3- or 4-year excess returnsigh kield bonds calculated in logarithmic form.
X,_, denotes either annuBS " or log(HYS}. Both variables are lagged by one yeat., is

the error term.

Table 3 shows forecasting regressions of cumula&ikeess returns on quality measures. The top
left regression in Panel A shows th&S"" has the coefficient of determination? Rf 0.12 for
high yield excess returns at a 1-year horizon. déedficient of -0.26 implies that one standard
deviation rise inISS®" (0.38 quintiles) lowers excess high yield retubns 9.9% over the
following year. When looking at the 2-year foreaagtperiod, the Rdeclines from 0.12 to 0.04.

Also coefficient decrease in magnitude.

BFollowing Greenwood and Hanson (201dg(HY S)with both annual and quarterly data is used bec#ysovides

a good fit but qualitatively similar results kbYS The problem with logarithmielYSis that there are periods when
theHYS=0andLog(HY S)cannot be calculated. For those peribi¥Sis set to be equal to the second smalés
value observed in the sample.
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Table 3 Issuer quality and returns to corporate créit
This Table shows the univariate time-series forémgsegression of log excess returns on issuanedity ISS "
and onlog(HYS) of the formrxHY, = a+ b x X,_; + u;,,. In Panel A, the dependent variabtelY, is the
cumulative 1-, 2-, 3, or 4-year excess return ah hjiield bonds calculated with Bank of America (BpMerrill
Lynch European Currency High Yield Bond - Index.Ranel B and C, the dependent variable is the atiaall1-,
2-, 3, or 4-year excess return on BBB- and AAAedatorporate bonds calculated with BoFa Merrill &lyrEmu
Corporate non-financial BBB- and AAA- rated bondiénxes, respectivelyX denotes either annually measured

ISS " or log(HYS. u,,, is the error termt-statistics for k-period forecasting regressioresksed on Newey-West
(1987) estimator allowing for serial correlation togk-lags.

X1 =1SSPF (") 19992010 X1=log(HYS)Y*"™*" 1999-2010
1l-year 2-year 3-year 4-year l-year 2-year 3-year 4-year
Panel A: High Yield Excess Returnsﬂ)(

b -0.26 -0.19 0.16 0.18 -0.29 -0.74 -0.78 -0.49

[t [-2.39] [[1.79] [0.91] [1.72] [-3.09] [-3.03] [-7.64] [-3.40]

R? 0.12 0.04 0.05 0.07 0.13 0.43 0.78 0.38
Panel B: BBB Excess Returns E{'?)%)

b -0.05 -0.02 0.07 0.06 0.01 -0.05 -0.03 0.05

[t] [-1.21] [-0.54] [1.26] [0.98] [0.31] [-0.56] [-0.39] [0.65

R 0.05 0.01 0.17 0.08 0.00 0.04 0.02 0.05
Panel C: AAA Excess Returns AAA)

b -0.01 -0.01 0.00 0.01 0.00 -0.01 -0.01 -0.01

[t [-0.74] [-0.55] [0.36] [1.27] [0.65] [-0.41] [-0.47] [-0&]

R? 0.04 0.02 0.01 0.07 0.00 0.01 0.04 0.02

The reason for the low forecasting power lies om ldggediSS®F values. If the data is not
lagged, the explanatory power t8S°" is concentrated in the first two years with some

additional forecasting power at third year, butemfthat the forecasting power ISS°"
disappears?

Moving down to Panel B and C, it is easy to see tha negative correlation between excess
returns andSS™" remain similar to the Panel A. The main findingtleé left side of Panels B
and C is that the higher the bonds are rated,aerl the forecasting power t8S°" is. This
pattern of coefficients is consistent with the maakesented in section 3.1 in where the lower-

rated bonds had a greater exposure to a commoit-tekded factor.

4 See Appendix 3
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The right half of the Table 3 shows the regressesults when thdog(HYS)is used as an
independent variable instead ISS™". Starting from the 1-year returns, the coefficient0.29
implies that one standard deviation rise (0.30 wes) in log(HYS)reduces high yield excess
returns by -8.8%. However, on the contraryi$&"", the coefficient rises in magnitude when
moving from 1- to 2-year forecasting horizon withnse additional forecasting power at third
year. It is also important to notice that the regren results fromlog(HYS)are statistically
significant at the 1% level for the full 4-year éoasting horizon. After that the forecasting power
of log(HY S)diminishes. The difference betwelS&°" andHY Scan also be seen from the Figure
2, wherelSS™" andlog(HYS)are plotted alongsidé;og(HYS)generally lead$SS™" by 12-18
months. This can be interpreted so that the higtdymarket is already closed when riskier
companies still are able to raise debt funding flmanks. Now when both variables are lagged,
the proactive nature of high yield share gives uslatively better forecasting power to excess
bond returns.

When moving down to Panel B and C, it is easy ®tkat the coefficients dbg(HYS)remain
generally negative also with BBB- and AAA-rated morate bonds. Similar to tH&S " the
forecasting power oHYS decreases already when forecasting BBB-rated betuns and

remains insignificant thereafter.

Results presented in this section are analogictildse Greenwood and Hanson (2011) found by
researching U.S corporates from 1962 to 2008. Gveed and Hanson split their observation
period to two subperiods, the latter starting fro@83. This division reflected the pre-high yield
bond period and the period when the high yield sdmelcame liquid instruments. The predictive
power of the results in this Section is similar wiewmpared to the latter period in Greenwood
and Hanson’s paper. However, this requires thatatyging forlISS™" andLog(HYS)is ignored.
Coefficients differ mainly because Greenwood anchdda used deciles instead the quintiles.
When taking also this difference into the accouhg coefficients are almost identical. For
example thdSSP" coefficient for 2-year excess high yield bond nesumeasured with deciles is
-0.19 in this study, whereas Greenwood and Hansported a coefficient of -0.21. When
lagging is taken into the consideration, the resatart to differ significantly|]SS™" loses its
statistical significance as excess bond returndigh@ whereadog(HY S)remains a significant

predictor.



46

6.3.2. Quarterly Data

The short time period studied in this thesis (199841) decreases the statistical significance of
the obtained results and brings problems like maollinearity to the regressions when the annual
data is used. This problem can be at least pgrsalved by using quarterly data which basically
guadruples the amount of observations. This redtieesnulticollinearity between explanatory
variables and increases the statistical signifieasfdhe results.

Quarterly data is collected and computed analdgitalannual data. For example equation (13)
requires in its original form that all values inetrequations should be annualized. The
methodology presented in Chapter 4 can also begelaso that the raw quarterly financial and
market data can be used but the increased volaiitipairs the interpretation of the results.

Therefore Merton’s DD model applied in this studycbnstructed with annualized volatility and
asset drifts.

Figure 5 Quarterly measured issuer quality and sulsquent high yield bond returns
This Figure shows the quarterly measured issuelitgudkctuations alongside with 1-year excess highld bond
returns. Issuer quality is measured witlg(HYS) Log(HYS)is the log fraction of non-financial corporate bond
issuance with a high yield rating obtained primiiom Moody's.Log(HYS)is constructed using trailing 12-month

high yield share data (left axis). Cumulative esscligh yield bond returns for the following yeae alotted in
reverse scale (right axis).
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Figure 5 shows that the main results of this thasesneutral to the data frequency used; periods

of poor issuer quality are followed by low excessurns on corporate bonds also when the
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quarterly data is employedog(HYS)is shown as 12-months trailing average shareoofimal
high yield issuances. 1-year excess high yield bbehatns are recorded cumulatively and plotted
in reverse scale. The time period is shortenedaoyytears compared to previous section where
the annual data was used. The reason for thisais Thomson ONE Banker does not offer
balance sheet data on quarterly bases exclusivadtyrd the end of year 2000. However, the
magnitude of coefficients and the significanceesfults remain unchanged regardless of the time

period used. Appendix 4 offers the requisite supfaorthis argument.

Table 4 Quarterly measured issuer quality and retuns to corporate credits
This Table presents the univariate time-seriescistng regression of log excess returns on giyaneeasured
issuer qualitySSF andlog(HYS)of the form rxfY, = a + b x X,_; + u,,,. In Panel A, the dependent variable
rxfll is the cumulative 1-, 2-, 3, or 4-year excess retm high yield bonds calculated with Bank of Ancari
(BoFa) Merrill Lynch European Currency High Yielobld - Index. In Panel B and C, the dependent vigristthe
cumulative 1-, 2-, 3, or 4-year excess return ofBB&1d AAA- rated corporate bonds calculated with-8 Merrill
Lynch Emu Corporate non-financial BBB- and AAA-eadtbond indexes, respectively.denotes eithetSS " or
log(HYS and u,,, is the error term.t-statistics for k-period forecasting regressions based on Newey-West
(1987) estimator allowing for serial correlation togk-lags.

Xt.1:|SSEDF (quarterly, annualized debt change) Xt.1:|Og(HYS)(quarterly' annualized debt change)
1l-year 2-year 3-year 4-year l-year 2-year 3-year 4-year
Panel A: High Yield Excess Returnsﬂ)(

b -0.11 -0.19 -0.27 -0.20 -0.23 -0.38 -0.41 -0.56

[1] [-1.90] [-1.84] [-3.14] [-3.45] [-1.76] [-2.36] [-2.93] B.87]

R2 0.07 0.12 0.43 0.23 0.15 0.25 0.38 0.64
Panel B: BBB Excess Returns E{'?)%)

b -0.02 -0.03 -0.04 -0.02 -0.07 -0.10 -0.09 -0.10

[1] [-1.49] [-1.34] [-1.86] [-1.14] [-1.94] [-2.60] [-2.97] R.85]

R? 0.03 0.06 0.22 0.05 0.19 0.26 0.32 0.40
Panel C: AAA Excess Returns AAA)

b 0.00 -0.01 -0.02 -0.02 -0.01 -0.01 -0.01 -0.03

[1] [-0.43] [-0.70] [-2.73] [-3.92] [-0.97] [-0.70] [-0.40] B.37]

R2 0.00 0.02 0.31 0.32 0.04 0.03 0.01 0.38

Table 4 presents the univariate time-series fotempgegression of log excess returns on
quarterly measured issuer quali§S™" andlog(HYS) When analysing the results it is easy to
notice that Table 4 offers a slightly different ctusion compared to the results presented in
Table 3. In Table 3 the annu&S™" values lost their predictive power whisg°" was lagged

but the same does not apply to the results cabuilatth more frequent data. Quarterly measured
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ISSPF offers more accurate view from the credit marketditions compared to the situation
where the issuer quality deterioration can be nately once a year. In addition all results
showed in Panels A, B and C are in line with theduced-form model presented in the third
chapter. For example, the coefficients, i.e. thedtive power of issuer quality, decreases the
higher rated the issuer companies are. The leftdfalhe Panel A shows that the predictive
power ofISSF is concentrated on first three years. For exarimesecond column in Panel A
shows thatiSS™" has an R of 0.12 for high yield excess returns at a 2-yearizon. The
coefficient of -0.19 implies that one standard déwn rise inISS™" (0.46 quintiles) lowers

excess high yield returns by 8.7% over the follayiwo years.

The right half of the Table 4 shows the regressiesults whenlog(HYS)is used as the
explanatory variable. The negative correlation leeivthe excess returns and the high yield
share remains throughout the panels. The coeffi@&r0.38 in Panel A at a 2-year horizon
implies that a one standard deviation risdog(HYS)(0.38 quintiles) lowers excess high yield
returns by 14.4% over the following two years. BoB-year horizon the rise of one standard
deviation inISS™" andlog(HY S)lowers future excess returns by 12.4% and 15.8%pectively.
Overall a consistent picture emerges whether thecést is done by using quarterly measured
ISSPF or log(HYS) On the other hand it is clear that the annualgasuredSS®™" can only
show the current credit conditions but is a poedpator of future excess returns. The difference
between annually and quarterly obsented(HYS)is smaller compared to the annually and

quarterly observetSS°" and the results obtained are more comparableeaith other.

6.4  Multivariate Forecasting Regressions

The next step is to examine the incremental foteaagpower of the results obtained by the

univariate regressions. Following Greenwood andsdan(2011) two sets of control variables

are of interest. The first set tests whether isspality has any forecasting power beyond

common proxies for ex-ante risk premium such asteh@ spread (Fama and French, 1989) or
the short-term German Government Bond yield (madgythe results of Fama and Schwer,

1977). The second set of control variables testghat extent results in Table 3 and 4 are driven
by firms responding to mean reversion in crediteags or excess returns. If companies were

more willing to issue debt capital when the cregiteads are on low level, the findings presented
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in Tables 3 and 4 would be less useful for foresgsteturns but still interesting from an

economic point of view.

The question, whether the issuance can containnengmental information about returns that is
not contained in other observables, is crucialthis thesis. When assuming that companies and
individual managers respond naively to the chamgesedit spreads, the answer for the question
is negative. However, as noted by Greenwood angéta(?011), spreads mean different things
at different times. Basically there are two enviramts where spreads are high. They may be
wide because expected default losses are high caube expected returns are high. And as
Greenwood and Hanson (2011) argued, issuance magicoinformation beyond spreads if
companies issue more when they perceive credite@isgbcheap (i.e. expected returns for
investors are low). If this assumption holtBS°" andlog(HY S)should remain their significant
forecasting power especially in circumstances wtien new economic boom is starting but

interest rates are still at the low level.

6.4.1. Multicollinearity in Multivariate Forecasting Regre ssions

The usage of multivariate regressions together wdabmulative time-series causes
multicollinearity. For example issuer quality cam dcompared to the balance sheet items which,
unlike income statement data, do not start frono zdter each period. The same applies to the
cumulative excess bond returns and the controhlbas like yields. The rolling nature of these
variables combined to the short time period studiadses high correlation of explanatory

variables, presented in Table 5.

Greenwood and Hanson (2011) grouped controllingaggbory variables basically into three
different categories. The first group included tap between long and short-term government
bond yield plus the yield of short-term governmieands. The second group contained the credit
spread of BBB-rated bonds and the risk free goventrbonds as well as the last twelve month
(LTM) excess returns. The third group included maconomic variables. In this thesis the
multicollinearity is a problem especially insideetie groups, not between them. If the
multicollinearity is ignored, the Rwill be high but the individual variables themsesdvare not
significant and get highly varying coefficients goaned to the univariate regressions. This arises
in the context of very closely related explanateayiables as a consequence of the difficulty in

observing the individual contribution of each vateto the overall fit of the regression (Brooks,
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2008). One solution for the multicollinearity is doop all but one of the correlated variables or
change them to a ratio. The dropping would decreélasecomparability of the results to the

previous studies and hence there is a strong themraeasoning for including correlated
variables in the model.

Table 5 Correlation matrix for control variables

This Table shows the correlations of explanatomytiasling variablesyGL,t -yGS,t is the spread between the 10-year
and 2-year German Government Bongl, is the 2-year German Government Bond yielg®%, -y, is the
credit spread between BBB-bond index and 5-yeam@erGovernment Bondsix™ is the one year lagged high
yield bond excess returns. Rest of the variablesnaacroeconomic control variables. These variainlelside the

output gap that is the difference between poterdiad actual gross domestic product, unemploymeoivity;
industry production growth, individual consumptigowth and the recession dummy.

un- Industry Individual Recession
YOy Cs: Yo Y% vC%y XY, Output gap employment production consumptior
' ' ' ' ' dummy
growth growth growth

YOLeY s 1.00 - ; ; ) ] ) . )
yCst -0.79 1.00 - - - - ; ] )
Yo% ¥ syt 0.17 -0.20 1.00 - - - - - .
Y, 0.26 -0.32 -0.64 1.00 - - - - -
Output gap -0.75 0.89 -0.20 -0.37 1.00 - - - -
Unemployment

growth 0.71 -0.73 0.40 0.10 -0.81 1.00 - - -
Industry production

growth -0.37 0.36 -0.68 0.42 0.41 -0.70 1.00 - -
Individual
consumption growth -0.53 0.63 -0.52 0.03 0.74 -0.88 0.80 1.00 -
Recession dummy 0.11 -0.14 0.62 -0.44 -0.15 0.37 -0.59 -0.37 1.00

The problem with the closely related explanatoryialdes is solved in this thesis as follows.
First term spreadyf. -y°s) and the short-term German Government Bond yigfd X are
grouped together by employing the Principal Compo®alysis (from now on PCA). Secondly
the credit spread of BBB-rated and the risk-freev&@oment BondsyE®%, -y%s,) and the last
twelve month (LTM) excess returns{) are grouped together. BBB-rated bond index used in

this study has historically had a maturity of fiyears:> Therefore also the controlling German

5 BoFa Merrill Lynch Emu Corporate non-financial BB&ted bond index
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Government Bond has the same maturity. The third-B@nponent is formed from the macro-
economic variables. Macro-economic Vvariables ineludnemployment growth, industry
production growth, individual consumption growthdarthe recession dummy. Following

Greenwood and Hanson (2011), the output gap isdegprately.

The rationale to use the PCA-component is clealficollinearity inside groups is significant
and in all cases the PCA-component explains cleargr 80% control variables’ total variation.
While the PCA-component reduces the multicollingam the sample, the high explanatory
power of variables inside the each PCA-componeables the interpretation of PCA-component

coefficients. The PCA-components are calculateddiyg the normalized loadings.

6.4.2. Multivariate Regression Results
Table 6 shows the return forecasting regressigheoform:

rxffe = a+ b x Xeg + e X [(yEe — y§e) + ySe]+d X [(vEPE — y&ye) + rxf™ ] + uesr (14)

whererx/l), denotes 1-, 2-, 3- or 4-year cumulative excessmston high yield bonds anj_,
denotes eithe’SS™" or log(HYS) Term spread and short-term German Government Bietds
are grouped into one principal component denoted (b, — y¢.) + y$,]. Credit spread and
LTM excess high yield bond returns form anothengipal component denoted fyZ5? —

vé, ) +rxf’]. In equation (14) lettersi{d) denotes the coefficients,., is the error term.

Table 6 shows the results derived from the quaridata. In Panel A th&,._, is the quarterly
measuredog(HYS)and in Panel B quarterly measul&S"". In general, controlling the term
spread, short-term German Government Bond yiekltjicspread and lagged excess returns has
significant impact on the coefficient d8S°" andlog(HYS)at 1- and 2- year horizons but for
longer periods the significance of control varigbtBminishes. For example in the univariate
forecasting regression the slope of coefficientZgrearlog(HYS)is -0.38 and when thee both

PCA-components are added the coefficient becomesignificant and positive.
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Table 6 Multivariate forecasting regressions
This Table shows the time-series forecasting regaof log excess returns on high-yield bonds easares of debt issuer quality with and withouttiseries controls of the
form:raxflfy = a+ b x Xe_q + ¢ X [(vF, — ¥E,) + v§,|+d x [(YEEE — &, ) + rxl¥] + w4y whererx[ll, denotes 1-, 2-, 3- or 4-year cumulative excessmeston high yield
bonds. In panel X,_, denotes quarterly measured(HYS)from 2001 to 2011 and in PanelX3_, denotes quarterly measurt®S°" from 2001 to 2011. Term spread and
short-term German Government Bond yields are group® one principal component denoted[ f_t - ys‘ft) + ygt]. Credit spread and LTM excess high yield bondrrestu
form another principal component denoteo[@gé’ﬁf - ygy,t) + rxtHY]. U; 41 1S the error termt-statistics foik-period forecasting regressions are based on Né&West-(1987)
standard errors allowing for serial correlationtap-lags.

1-year returns 2-year returns 3-year returns 4-year returns

)(quanerly, annualized debt change)

Panel A: X1=log(HYS

log(HYS) 023 -019 -0.19 -0.09 -0.38  -024 -0.09 0.15 041  -040 -045 -0.33 6-0.50.56 -0.66 -0.66
[-1.76] [-1.76] [-1.56] [-0.79] [-2.36] [-2.11] [-0.58] [1.23] [-2.93] [-3.44][-2.72] [-2.30] [-4.87] [-4.64] [-4.75] [-4.41]
[y ey s + yosil -0.08 -0.09 -0.12 -0.14 -0.07 -0.08 0.00 0.00
[-3.59] [-0.79] [-2.95] [-4.46] [-2.48] [-2.88] [-0.12] [0.22]
[y ®%syiy Cay + 1x 1] 002 0.04 0.10 0.13 -0.02 0.03 -0.04 -0.05
[0.37] [1.60] [2.23] [4.74] [-0.41] [0.82] [2.17] [-1.83]

R? 0.1f 04z 01€  0.4¢ 0.2 05: 03¢ 0.7F 0.3t 051 0.3t 0.5 06/ 06/ 06°F 06"

Panel B: xlzlSSEDF(quanerly,annualized debt change)

1S<FF -0.11 00 -01¢ 0.0C -0.1¢  0.0C -0.2C -0.0% 027 -0.3C -0.27 -0.2¢ -02( -0.3: -0.1¢ -0.2
[-1.90] [0.31] [2.17] [0.08] [-1.84] [0.07] [-2.41] [-0.91] [-3.14] [-2.60][-3.24] [-1.97] [-3.45] [-4.17] [-2.22] [-2.20]
Iy €Li-yCsi + yosi -0.09 -0.08 -0.14 -0.10 0.02 -0.02 0.09 0.05
[-2.08] [-2.48] [-2.85] [-2.92] [0.53] [-0.47] [2.19] [1.20]
[y ®*%syt-y oyt + 1x V1] 0.07  0.07 013 0.12 010 0.11 015 0.12
[2.32] [3.28] [5.39] [8.07] [3.30] [4.21] [3.64] [2.70]

R 0.07 0.3C 0.3C 0.5C 0.12 0.4z 0.6z 0.7¢ 0.4z 0.3¢ 0.6C 0.61 0.2¢ 0.3¢ 0.4z 0.4¢
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Simultaneously coefficient in univariate and mudtinate regressions are -0.41 and -0.33 at a 3-
year horizon, respectively. Moving down to Panett& quarterly measurd8S™" is regressed
with control variables. Analogically to Panel A, Bt and 2- year horizon the significance of
ISSPF disappears. At 3- and 4-year horizons controletmnly a little impact on the coefficients

and to their significance.

To summarize, results presented in this sectiortveoéold. First issuer quality does not have a
significant forecasting power beyond common profasex-ante risk premium at 1- and 2-year
horizons. On the other hand proxies for ex-ante premium lose their significance at 3- and 4-
year horizons. Observed results differ slightlgnir those of Greenwood and Hanson (2011).
Their results remained significant also at 1- angar horizons when they studied the hold time
period from 1962 to 2008. However, issuer qualist lits predictive power at a 1-year horizon
also in Greenwood and Hanson'’s paper when the wdigem period was shortened to 25 years
(1983- 2008).

6.5 Quantity and Quality of Debt Issuances

This section shows the relationship between theemgge corporate credit growth, the quality of
debt issuances and excess high yield bond retukagiscussed in Section 3.1, there should be a
negative relationship between the quality of delsuances and the aggregate corporate credit
growth. In practise this means that the issuerigyuahould deteriorate when the aggregate
lending grows. This section shows that while thgragate credit growth has some excess return
forecasting power compared I®8$PF, the variation in issuer quality still is a defigifeature of

credit cycle.

Figure 6 reveals the high correlation between duyaand quality; the correlation between issuer
quality and aggregate debt growth is 59% in 1981120 he correlation has also increased over
time, being 53% in 1981-1997 and as high as 89%988-2011"° This raises a question whether
issuer quality contains any information over andwabthe quantity of borrowing. In order to

answer this question this section compares thecdsteng power of issuer quality to aggregate

16 Aggregate credit growth is also calculated by gsihe non-financial corporate debt growth data refleby
European Central Bank. The data is reported froeytsar 1999 onwards. The correlation betwts®"" and
aggregate debt growth in this case is 0.74% fro8816 2011.
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credit growth. Sample firms are also grouped iite §roups parallel to quintiles usedIBSF
compilation (denoted froD4/ D; to ADs/ Ds). Following Greenwood and Hanson (2011) the
assumption is that the debt growth amongst the daality firms contains the most valuable

information about future corporate bond returns.

Figure 6 Issuer quality and credit growth
This Figure plots annually measurk®S™" from year 1981 on the left axis. The aggregatepsarredit growth
(dashed line, dark grey) and the aggregate crealitth in Europe reported by ECB from year 1999 onlsgdashed
line, light grey) are presented on the right aidsuer quality)|SS®F, is the difference between the average EDF
quintile of high and low net debt issuers.
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Table 7 shows the forecasting regression of cumvel&-year high yield excess returns without
and with controls in Panel A and B, respectivelgeTirst three columns compare the forecasting
power of aggregate debt growth and quarterly mead&S™". Greenwood and Hanson (2011)
found thatISS™" forecast returns over and above the aggregatet emvth and figures in
Table 7 support their observations; the forecagtioger of quarterly measuré8S°" remains
significant when regressed with aggregate debt tirodlso quarterly measured high yield share
outperforms aggregate debt growth with and withlemutrols. Actuallog(HYS)is less affected

by aggregate debt growth compared3&"". Results for the high yield share are presented in
Appendix 5.
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Table 7 Quantity, quality and future returns to credit
This Table shows the forecasting power of quaratitgl quality to future returns on credit. Quarterlgasured trailing 12-month univariate regressiaof e form: rxf¥, =
a+ b x X, 1 +u,, and time-series controlled multivariate regressignof the formrxflf; = a + b x X,y + ¢ x [(¥f, — ¥§,) + y§.|+d x [(yErs — ¥E,,) + rxi™]| +
u,.3. rxf¥, denotes the cumulative 3-year excess return dm yigJd bonds andX., stands for quarterly measurt®iS°". Term spread and short-term German Government
Bond yields are grouped into one principal comporaanoted by[(yf,t —ygt) +y§,t]. Credit spread and LTM excess high yield bond rrstuiform another principal
component denoted YyErf — y&,,) + rxf’¥].  ug is the error term.4DagdDaggis the annual percentage change in total debtdompanies andiD/Dy denotes the

aggregate debt growth of quintiles. Panel A shoegrassions without and Panel B with principal comgrd controls.t-statistics are based on Newey-West (1987)
autocorrelation up to k-lags.

Panel A: Univariat
1) (73] 3 @ (5) (6) (] ()] ©) (10) (11

Issuer Quality IS8 -0.27 -0.28
[-3.14] [-2.08]
Agg. Debt growt AD agg/D agg -0.1(C 0.0C
[-2.18] [0.05]
Low EDF AD1/D1 -0.0¢ -0.0z -0.11
[-2.31] [-0.02] [-2.51]
2 4D 2/D> -0.12
[-2.26]
3 4D3/D3 -0.1C
[-2.52]
4 AD4/D 4 -0.1C
[-1.83]
High EDF 4Ds/Ds -0.11 -0.11
[-2.59] [-1.58]
High-Low AD5/Ds - 4D 1/D ¢ -0.0¢ -0.11
[-1.00] [-1.58]
R? 0.4: 0.2¢ 0.4: 0.1¢ 0.3t 0.22 0.2¢ 0.2¢ 0.2¢ 0.0¢ 0.2¢
Panel B: Multivariate
@ @ (©) @ ) (6) ™ ®) ©) (10) (11)
Issuer Quality Is§”" -0.24 -0.20
[-1.97] [-1.54]
Agg. Debt growt AD pgg/D agg -0.0¢ -0.0¢t
[-1.23] [-0.56]
Low EDF 4AD1/D1 -0.0t -0.0¢ -0.0¢
[-1.57] [-1.28] [-1.49]
2 4D 2/D> -0.0¢
[-1.70]
3 4D3/D3 -0.0z
[-0.86]
4 AD 4/D 4 -0.07
[-1.20]
High EDF ADs/Ds -0.0¢ -0.0z
[-1.41] [-0.39]
High-Low ADs/Ds - 4AD1/D1 0.0 -0.0z
[0.78] [-0.39]

R? 0.61 0.4¢ 0.61 0.52 0.5¢ 0.4¢ 0.4¢ 0.5C 0.52 0.47 0.52
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Column (1) in Panel A shows the baseline resultgHe quarterly measurd8S " at a 3-year
horizon. Columr(2) shows that the aggregate corporate credit drdzvs a negative relationship
with excess high yield corporate bond returns. fEseilt is significant at the 5% level (two-sided
critical value). The aggregate credit growth, hogrevs less significant 3-year excess bond
return predictor thanSS™". This can be seen by analysing the column (3). fEfe&tionship

remains unchanged when time-series variables ateotled in Panel B.

Columns (4)-(8) in Table 7 compare the forecaspogver of debt growth for firms ifEDF
quintiles from 1 to 5. To preserve the comparisoross columns each series is standardized to
have mean zero and standard deviation one. Colu#n€) shows that while the higher
quintiles have better forecasting power to highldyiexcess bond returns on average, the
relationship is not fully linear; the second qumtias the highest forecasting power. In addition
the differences between coefficients are small. &@mple one standard deviation risedDy/

D, lowers return by 9% over the next 3-year horizorengas one standard deviation riseliby/

Ds lowers the returns only by 11%. The conclusiorha the actual debt growth of low and high
net debt issuers is not a dominant feature of tlediccycle but the characteristic spread between

these two groups is.

Column (9) in Table 7 shows how well low and highality firms jointly forecast credit returns.
In both Panels A (without the time-series contr@syl B (with the time-series controls) results
from this regression are insignificant. Parallelyvta measure issuer quality is to compare the
difference of4Ds/ Ds and4Di/ D; done in column (10). This approach is correspdodg; , —

d, ; in equation (7). The difference is tH&S " compares the expected default frequencies of
high and low debt issuance firms where@/ Ds - 4D,/ D1 compares the debt growth of high
and lowEDF firms. As seen from the column (1@)Ds/ Ds - 4D,/ D1 negatively forecasts future
returns and this remains true even after cont@lhor debt growth at high quality firms in
column (11) in Panel A. However, the statisticajngicance of the results is low and the
negative relationship disappears when the timeserontrols are added to the regression in
Panel B.

Columns (1)-(3) in Panel B show th&S" remains significant in relation to aggregate debt
growth even after the time-series controls are dd@n the other hand, the aggregate debt

growth and subsequently quintiles on the columpgX#) lose their statistical significance. This
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means that the debt growth of aggregate comparmies dot forecast excess bond returns over
and above traditional proxies for risk premium. dimgs in Panel B further verify the results
obtained in Panel A: aggregate debt growth hag arlittle forecasting power when regressed
with ISSPF. Further it seems that only the characteristieagrbetween high and low net debt
issuers forecast bond returns with the high acguraot the actual debt growth of these two

groups.

6.6  Robustness Checks

This section tests the robustness of the resybisried earlier in this chapter. First the obtained
results in Sections 6.3 and 6.4 are tested withroneariables and equity returns for bd88°"
andlog(HYS) After that several variations of issuer charastier spread are constructed to test

the sensitivity of the results to the different s@@s of issuer quality.

6.6.1. Macro Controls and Equity Returns
Table 8 shows the robustness specifications fdn lBE"" in Panel A andog(HYS)in Panel B
with and without the usual time series controlsmé@iseries controls are in the principal

component form and constructed as described irnd®egt4.1’

Following Greenwood and Hanson (2011) number ofteaicl control variables are added to the
baseline forecast returns. The first control vdeab the output gap, reported by OECD (2011).
The output gap is the difference between poteatidl actual gross domestic product. The output
gap does not have a significant forecasting power S or log(HYS) When regressed with
multivariate equation, output gap even strengthittiesbaseline results. Secondly the baseline
results are regressed with the current high yiethalt rates reported by Moody's (Moody’s
Investors Service, 2011). BolBS" andlog(HYS)are affected by the trailing 12-month default

rates in some extent but maintain their statissaghificance.

7 Term S.pready(?’Lt -sz,t) and the short term German Government Bond yiyéigla(are grouped together into one
PCA-component. Further, Credit spread of BBB-raad the risk-free Government Bongd8®s, -y°s,) and the
last twelve month (LTM) excess returms't’) are grouped to another PCA-component.
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Table 8 Robustness of the issuer quality metrics
This Table shows the robustness of the resultsepted earlier in Chapter 6. For univariate regogssthe results
are obtained by using the following regression!Y, = a + b x X,_; + u,,; and for multivariate regressions by
using the following regressiomxf)¥; = a + b x X,_y + ¢ x [(y§, — y§,) + ¥§.|+d x [(yEEE — ¥§,,) + "] +
u,,3. The dependent variabtex!lY; is the 3-year cumulative excess log return on highd bonds. In Panel A
X,_,denotedSS"F and in Panel BX,_, denotedog(HYS. Term spread and short-term German Government Bon
yields are grouped into one principal componenotiEh by (y§, — y¢,) + ¥§,|. Credit spread between BBB-rated
and risk-free bond yield plus LTM excess high yidldnd returns form another principal component tsho
by [(¥Exf — ¥Ey,.) + rxf”]. .,y is the error term. Additional controls inclu@utput gapthat is the difference
between potential and actual gross domestic procedtHigh yield bond defaulrates andMacro-economic
variables that are grouped into one PCA-component includirgling twelve month unemployment growth,
industrial production growth, individual consumptigrowth and the recession dumml variablesinclude all
control additional controlg€Concurrent equity returnandConcurrent equity return volatilitgre based on weighted

market movements of the sample compartissatistics are based on Newey-West (1987) autelation up to k-
lags.

EDF (quarterly, annualized debt change
Panel AX;,=ISS™" (e o°)

Univariate With time-series contrc
b ] R b It] R
Baseline results -0.27  [-3.14] 0.43 -0.24  [-1.97] 0.61
Additional Controls:
Output Gap -0.30 [-2.87] 0.44 -0.21  [-2.03] 0.63
High Yield Default rates -0.19  [-1.93] 0.47 -0.25 [-1]54 0.61
Macro-economic Variables -0.19  [-1.95] 0.51 -0.24  [-1.95 0.61
All Variables -0.14  [-1.30] 0.53 -0.24  [-1.49] 0.61
Lags of Variables -0.17  [-1.28] 0.47 -0.22  [-1.46] 0.61
Link to Equity Markets
Concurrent Equity Returns -0.36  [-2.67] 0.47 -0.27 [91.8 0.63
Concurrent lagged Equity Returns -0.36  [-3.02] 0.50 250. [-1.95] 0.63
Concurrent Euity Return Volatility -0.17  [-1.30] 0.46 -0.23 [-1.45] 0.61
Concurrent lagged Returns Volatility -0.18 [-1.68] 4®. -0.20 [-1.56] 0.62
Panel th_lzlog(HYS)(quarterly, annualized debt change)
Baseline result -0.41 [-2.93] 0.38 -0.33  [-2.30] 0.52
Additional Controls: Macro-economic variables
Output Gap -0.42  [-3.29] 0.44 -0.33 [-2.32] 0.52
High Yield Default rates -0.27  [-1.54] 0.40 -0.31  [-1]96 0.52
Macro-economic Variables -0.29  [-2.30] 0.50 -0.28 [-1.70 0.54
All Variables -0.21  [-1.46] 0.51 -0.23  [-1.15] 0.54
Lags of Variables -0.23 [-1.78] 0.47 -0.20 [-0.88] 0.53
Link to Equity Markets on third row in Table 8 contain trailing twelve nbn
Concurrent Equity Returns -0.40 [-3.08] 0.45 -0.42 [31.4 0.53
Concurrent lagged Equity Returns -0.44  [-3.47] 0.45 340. [-1.6]] 0.52
Concurrent Euity Return Volatility -0.36  [-2.09] 0.38 -042 [-2.79] 0.53

Concurrent lagged Returns Volatility -0.33  [-2.22] 4O. -0.36 [-2.62] 0.52
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unemployment growth, industrial production growihgividual consumption growth and the
recession dummy. These variables are grouped asP@recomponent in order to avoid
multicollinearity in the sample. The data is frohe tECB databas®and contains the weighted
average figures for 17 Euro countries. The last telomns specify the results where all control
variables are regressed together with the basebsalts. On fourth row the variables are
regressed without lagging. Fifth row presents #&®ults where all variables are lagged by one
period. Bothlog(HYSand IS are more heavily affected than before but stillrelate

negatively with the excess bond returns.

“Link to Equity Markets” parts of the Table 8 commpaquity returns and return volatility to the
obtained baseline regressions. As seen, nei8®&P"™ norlog(HYS)is affected by the 12-month
trailing volatility of equity returns or the actusthiling cumulative returns. This supports the

view that the credit cycle differs somewhat frora #ctual business cycle.

When comparing the obtained results to the previlitesature, the differences are clear.
Greenwood and Hanson (2011) reported robust reswuts after controllingSS°" andlog(HYS)
with all above mentioned variables. In additionytfieund that neither the consumption wealth
ratio developed by Ludvigson and Ng (2001) norlihear combination of forward interest rates
of Cochrane and Piazzesi (2005), has impact orestimated coefficients oi8S°". While the
findings of this thesis are robust when regressld @quity returns, the statistical significance of
the results is in general affected when all contasiables are included. In few cases tivalue
drops down to 1.30 in univariate regressions whicjuals 20% level at two-sidedtest.

However, in general obtained results in this secéie significant at the 10% significance level.

6.6.2. Alternative Construction of 1SSFPF

The next step is to test how different adjustmeatshe construction ofSSP" affect to the
results obtained earlier. The high yield shareelatively simple quality measurement tool but
the ISSPF is more subjective way to measure issuer qualiberefore this section constructs
different compilations folSS™F and after that measures issuer quality with tptdifferent

techniques. Table 9 shows the main results of ttesss.

18 http://sdw.ecb.europa.eu/
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The first row in Table 9 shows the results for attavel ofISSF. Original equation fofSS"*

split the observations into the quintiles to eliatmthe effect of outliers. It seems that the usage
of quintiles also increases the statistical sigaifice of the results becausealues folSS™F are
slightly higher compared to the actual levelsi®8"". Second and third row in Table 9 show
whether the maturity of debt issuances makes digrelnce at all.

Table 9 Alternative measures of issuer and credituglity
This Table analyses the different measures of isand credit quality. For univariate regressions thsults are
obtained by using the following regressionx?Y, =a+ b x X,_; + u,,, and for time-series controlled
multivariate regressions by using the followingresgionrxfls =a+b X X,y + ¢ X [(¥, — ¥%,) + ¥§,|+d x
[(vEgf — ¥&,.) + rxf"] + u,y3. The dependent variabtexf); is the 3-year cumulative excess log return on high
yield bonds X,_, is a changing quality measure. Term spread and-tton German Government Bond yields are
grouped into one principal component denoted(yf, — ¥¢,) + ¥¢,]. Credit spread between BBB-rated and risk-
free bond yield plus LTM excess high yield bondures form another principal component denotecﬁ( ff -
ygy't) + rx‘t‘”’]. u,.x is the error term. The upper part of Table sholterrative constructions fdSS°" and the

lower part alternative measures of credit qualiigble reports the coefficient and t-statistic adl a® the regression
R?. t-statistics are based on Newey-West (1987) auteleion up to k-lags.

Univariate With time-series controls
b It] R b 1] R
Baseline results -0.27  [-3.14] 0.43 -0.24  [-1.97] 0.61
Alternative Constructions of IS8
Level of EDF -3.96 [2.81] 0.42 -2.85  [-1.67] 0.62
Long term Debt iss. EDF -0.22  [-3.31] 0.36 -0.10 [-1.53 0.49
Short-term Debt iss. EDF -0.30  [-3.06] 0.28 -0.11  [4.3 0.47
Equity iss. EDF -0.10 [-1.69] 0.09 0.02 [-0.37] 0.39
Market Cap Weighted EDF -0.24  [-3.57] 0.33 -0.13  [-1.92] 0.51
EDF, decile -0.12  [-3.40] 0.35 -0.06 [-1.57] 0.51
Alternative measures of Credit Quality
Shumway Distress -0.36  [-2.76] 0.31 -0.30 [-2.32] 0.62
Leverage (debt/Assets) -0.21  [-2.57] 0.15 0.02 [0.43] 604
CAPMo -0.34  [-2.05] 0.20 -0.20 [-1.05] 0.50
Dividends (Non-payer — Payer) -0.53  [-0.84] 0.04 0.01 .01p 0.45
Size log(MV), (Small — Big) -0.02  [-0.09] 0.00 -0.11 [99] 0.46
Age (young — old) -0.27  [-2.35] 0.34 -0.13  [-1.20] 0.49

High yield excess returns are regressed with bmtly term and short-term liabilities growth but
the basic conclusions remain unchanged: both lamgdy short-term liability growth predict

negatively excess bond returns at a 3-year horizére fourth row in Table 9 shows the



61

characteristic spread of low and high net equisyéss. Changes in equity capital do not seem to
have that strong predictive power than the deliaisses have. When the trailing 12-month debt
changes are market cap weighted on the fifth rdw, gtatistical significance of the results
slightly rises in univariate regressions. Finafigllowing the methodology of Greenwood and
Hanson (2011) companies are divided in decilesatsiof quintiles. Therefore companies are
divided quarterly to ten different categories iastef five categories (quintiles). Quintiles were
used in this study primary because they offeretebebmparability with quantity measures used
in Table 7. Regardless of the segmentation metippteal, univariate regression results remain

significant at the 1% significance level.

The lower part of the Table 9 classifies the aliéiue measures of credit quality and hence
challengesSS®F. First, opposed t&DF, Shumway’s (2001) bankruptcy predictor is used. It
seems that Shumway’s model is also a strong pmdatreturns. In a matter of fact it wins the
horserace again$6S ". Further, the existence of time-varying agencyts@stested on second
row with the leverage. The assumption is that corgsawith higher leverage get debt financing
easier when agency costs are low, i.e. during toma@mic booms. The assumption holds and
results are significant in univariate regressiomwdver, when regressed together with time-
series control, leverage loses its predictive powée third row tests the predictive power of
residual’s volatility from trailing 12-month marketodel regression. Results suggest that
CAPM-volatility can forecast future excess highlgibond returns. Results are analogical to the
baseline results, even though the statistical Sagmce deteriorates more when regressed with
the time-series controls.

The fourth row in the lower part of the Table 9tsethe predictive power of dividends. The
assumption is that non-dividend payers are rigkian dividend payers. The relationship between
debt changes of non-dividend payers and excess kanths is negative but significantly less
significant thanSS™". Finally the predictive power of company size au# are tested on the
fifth and sixth rows. While both size and age haveegative relationship with future excess bond
returns, only the age is statistically significastiurn predictor. It seems that even though smaller
firms issue slightly more debt during credit boommarket cap weighted debt changes do not
significantly improve the forecasting powerl&$P°". Thus, obtained results suggest that market

cap weighting is not required when studying theesgjuality deterioration.
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6.6.3. Bootstrapped Results

The accuracy of sample estimated in this thesidesded with bootstrapping. Before the
bootstrapping process, baseline results are comhpeith the results that are not adjusted with
Newey-West (1987) standards errors. Table showghbkaesults remain basically unchanged for
both log(HYS) and ISS®F. After that the regressions that are not Neweyi\Wstusted are
bootstrapped using the resampling method and 1h66€strap replications. As expect&S>"

is more unstable comparediog(HYS)

Table 10 Bootstrapped p-values for quarterly measwrd ISSEDF and log(HYS)
This Table shows the bootstrapped univariate tierees forecasting regression of log excess retamsguarterly
measured issuance qualigS"™" andlog(HYS) The equation used is of the forme/ Y, = a + b X X,_; + Up
whererx[, is the cumulative 1-, 2- or 3-year excess returrhigh yield bonds calculated with Bank of America
(BoFa) Merrill Lynch European Currency High Yieldid - IndexX,_, denotes eithelSS™ or log(HYS).u,. is
the error term. Controls includeRates” (PCA-component for term spread and short-term frisk-bond yield),
“Credit” (PCA-component for credit spread and past highdyleond returns) andAfl” which includes both
“Credit” and ‘Rates”. t-statistics for k-period forecasting regressions laased on Newey-West (1987) estimator
allowing for serial correlation up to k-lags.

HY HY HY
1-yearreturns: rx t+1 2-year returns: rx t+2 3-year returns: rx t+3

Panel A: IS§DF(quarterly,annualized)

[t] Newey-West (N\W)  -0.11 003 -013 000 -019 001 -0.26005 -027 -0.30 -027 -0.24
[1.90] [0.31] [2.17] [0.08] [184] [0.08] [2.41] [-0.91] [3.14] [2.60] [-3.24] [1.97]

Non-NW adjusted 011 003 013 000 -019 001 -020 -005027 -030 -0.27 -0.24
[1.52] [0.39] [2.02] [0.07] [1.95] [0.08] [-3.08] [-0.91 [4.24] [-3.33] [-4.89] [-2.98]

Bootstrapped p-value 0.015 0.730 0.014 0.930 0.021 0.93P160 0.324 0.003 0.012 0.006 0.066
Controls None Rates Credit All None Rates Credit All NonRates Credit All

Panel B: |Og(HYéguarterly,annualized)

[(] Newey-West (HAC) -0.23 019 -019 -009 -038 -024009 015 -041 -040 -0.45 -0.33
[1.76] [-1.76] [-1.56] [0.79] [2.39] [-2.11] [-0.58] [R4] [2.93] [-3.44] [-2.71] [-2.30]

Non-NW adjusted -0.23 -019 -0.19 -0.09 -0.38 -0.24 -0.09.150 -041 -040 -045 -0.33

[[2.54] [-2.44] [-1.57] [-0.88] [-3.27] [-2.40] [-0.59] [#7] [-4.18] [-4.43] [-3.18] [-2.44]
Bootstrapped p-value 0.019 0.029 0.059 0.359 0.005 0.012 0.427 0.121 0.002 0.000050 0.02
Controls None Rates Credit All None Rates Credit All NonRates Credit All

In general bootstrapped p-values are not signifieathe 5% level at 1- and 2-year horizons but
become significant at 3- and 4-years horizons. e$or a 4-year horizon are not presented in

this context but are slightly more stable thanrdgsilts for a 3-year horizon.
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Finally the autoregressive-moving average (ARMAuna of the univariate regressions is tested.
Appendix 6 presents results for the ARM¥{)-model. It shows that the current value of the
univariate regressions depends linearly on thein @sevious values plus a combination of
current and previous values of a white noise e@eon. Both Aike’s and Bayesian information
criterion are used and both criteria are minimizedh ARMA(2,1)-model (Burnham and
Anderson, 2002). The linear dependence is nat@edulse the most of the indicators for issuer

quality are cumulative by their nature.

7 REASONS FOR THE NEGATIVE EXCESS BOND RETURNS

Chapter 6 demonstrated that deteriorating debterisguality forecasts low excess returns on
corporate bonds. This chapter evaluates differem$ans for this phenomenon. Sections 7.1 and
7.2 go through explanations suggesting that eitieiquantity or the price of risk varies over the
credit cycle. After that Section 7.3 discusses Wwaethe variation in intermediary balance sheet
strength can forecast excess bond returns. Finpdigsible “reaching for yield” and investor

over-extrapolation are discussed in Sections 7d47a5.

7.1  Time Variation in the Quantity of Risk

The classic theory of finance suggests that riskssets should have higher expected return target
compared to lower risk assets. Analogically thedoguality debt issuance should be associated
with a larger quantity of risk and hence, higheetasted returns. The findings of this thesis are
contrary. As sawn in Chapter 6, a shift towardsdowuality issuance actually lowers the
expected future returns, not the opposite as wdudde been expected. Therefore the
explanations, that expected returns are mechayittaked to the composition of bonds in the
high yield index, can be ruled out. Excess highdyi®nd returns cannot either be explained with
equity market returns. Table 8 in Chapter 6 showed when regressed with stock returns,
neitherISSP" nor log(HYS)lose its forecasting power. To sum up, resultthisf thesis suggest
that high values ofSS™" andlog(HYS)are associated with higher, not lower, future lstoc

market returns.



64

7.2  Fluctuations in the Price of Risk

The next step is to consider explanations in whigte-variation in required returns is due to
changes in the rationally determined price of riSkis assumption is not totally new because
some consumption-based models recognize counteralyeiariations in the price of risk. For
example Campbell and Cochrane (1999) argued tkatdhity risk premium is higher at business
cycle troughs than it is at peaks and Bansal andrY004) showed that dividend yields predict
equity returns and the volatility of returns is &marying. In addition Chen, Collin-Dufresne and
Goldstein (2009) on their turn have argued thathhleit formation models can explain the low
level of defaults relative to thBBB-AAAspread assuming that default losses are counteayc
Under these explanations, the decline in requietarn during booms leads to a decline in issuer
quality because the declining price of risk enalallss lower quality firms undertake investment
opportunities™® This emphasises that investors should not be mgsieally surprised when the

low quality firms, that get debt funding during theoms, underperform later on.

Greenwood and Hanson (2011) showed that issueityysajnificantly forecast negative excess
returns on high yield bonds in a number of sampary. In their studySS™" forecasted

negative 3-year cumulative excess returns for dtidrfspection period (1962-2008), and all but
once this was actually followed by negative excessirns at 95% confidence level. These
findings are strongly inconsistent with consumptimsed models. Consumption-based méels
can explain periods in which high yield bonds hiarger or smaller risk premiums but they are

not capable to generate negative risk premiums.

Finally, as shown before, issuer quality is diserted from traditional predictors of stock
market returns. Table 8 in Chapter 6 showed thantygative relationship between issuer quality
and excess bond returns remained significant atee controlled with equity returns or equity
volatility at 3- and 4-year horizons. Results remedi unchanged also with alternative measures

of quality. These findings suggest that issuer iguataptures market movements that are

19 Assuming that companies finance their project$wiiebt and differ only in their risk exposug, These firms
starts investmeritat timet in expectatiori+1 only if thel sE(CF)/E(rx:.;) or the risk of the project is less risky than
the individual company is (Greenwood and Hansof,120

20 Such as those featuring habit formation (Campbrell @ochrane, 1999) or time-varying consumptioratitity
(Bansal and Yaron, 2004)
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relatively specific to credit markets. In additihrese results are also consistent with the study of
Collin-Dufresne, Goldstein and Martin (2001) whgwed that monthly credit spread changes are

principally driven by local supply and demand chack

7.3 Intermediaries’ Role in High Yield Bond Returns

This section considers the health of intermediabatance sheet as explanatory factor to excess
high yield bond returns. As discussed in literatngew, several existing papers, (Garleanu and
Pedersen, 2010; Kashyap Stein and Wilcox, 199%if@hland Vishny, 1992; and Holmstrom
and Tirole, 1997) have argued that fluctuationsntermediary equity capital or balance sheet
health impact risk premiums. These theories proposdSS°" andHYSshould be high when
intermediary balance sheets are strong. HowevaiaAd/loench and Shin (2010) argued that the
coefficient ofISSP" should vanish once the intermediary balance ssteength is controlled.
The reason for this is that, according to Adrianelich and Shin, intermediary capital is the
driver of risk premium. The last assumption is mafpported by the empirical study of
Greenwood and Hanson (2011). Greenwood and Hawsmil fthat while explanations involving

limited capital go in the right direction, they dot fully explain the predictive power t8S°".

Table 11 describes the relationship betwd&®"" and the balance sheet strength of
intermediaries. The left side of Table 11 examities relationship between the intermediary
healthz; andISS® .

ISSEPF = a+ b x Z, + e x [(v, = y5,) + 8 ]+ x (220 = y2 ) + 72l | + s (15)

In equation (15)SSEPF is the difference between the aver&d®F quintile of high and low debt
issuersZis the combined effect of equity to assets rdfi®) and annual asset chang&(A) to
different intermediaries. Term spread and shortit€éerman Government Bond vyields are
grouped to one principal component denoted|[@y, — y¢,) + y§,]. Credit spread between
BBB-rated and risk free bonds plus LTM excess higdd bond returns form another principal
component denoted H{yZ52 — y& )+ rxf¥]. Error term is denoted by,.,. Results from
these regressions are shown in the first two cotunfnTable 11. The remaining four columns
describe the relationship between intermediaryrizaasheet health and excess high yield bond

returns. This relationship is described in Equatits).
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rfl = a + b X ISSEYF X Zy_q +c[(y9, — ¥5,) + ¥E | +d x [(yg;f - ygy,t) + rxg”] +uns  (16)

The financial intermediary data is collected frolmson ONE Banker database. All companies
in this exercise operate in Europe and have bebhcputraded at least in some point during the
last thirteen years. Only companies that end fir@ncial period in year-end are counted in. The
final sample consists of 69 insurers, 130 brokedels and 245 banks. To ensure the

comparability of the data, balance sheet ratioxarmalized.

The first section of Table 11 shows the resultEaropean insurance companies, which together
with pension funds manage assets of some $40otrifPraet, 2011). The drawback in this
approach is that it omits European non-listed men$inds, which form an important group of
investors for fixed income securities. But everhvithis disadvantage the results are clear and
significant. The first two columns of the insurednce sheet section show the relationship with
ISSPF and balance sheet health is positive, i.e. isguality is poor when insurer balance sheets
are strong. This finding is supported by previoapgys of Adrian, Moench and Shin (2010), He
and Krishnamurthy (2008) and Garleanau and Ped€P€4i). The second and the third section
of Table 11 show that the results from banks’ begasheets are aliké&S8S  has been high when
banks’ and broker-dealers’ balance sheets have b#eng. However, obtained results for
broker-dealers are more mixed and not statisticsiliyificant when time-series controls are
added.

The remaining four columns (3)-(6) in Table 11 grsalhow well intermediaries’ balance sheet
changes describe high yield bond returns. Espgaalumns (4) and (6) are in interest, because
they show whether the coefficient d8S™" attenuate once intermediary balance sheet is
controlled. Obtained results suggest that the mefit onISSF really decreases when banks’
and insurers’ balance sheets are controlled. Omttiner hand the broker dealers’ balance sheets

do not attenuate the predicting powet®8"".
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Table 11 Intermediary balance sheet and issuer quigy
This Table explores the relationship betwé®8"" and intermediary balance sheet strengthColumns (1)-(2) in
each panel report the coefficient Brwithout and with time-series controkSSEPF = a + b x Z, + ¢ X +u,,; and
ISSPF = a+bxZ,+cx[(yf, — y§,) + ¥5.)+d x [(yE)F — ¥E, ) + x| + ui, respectively. Columns
(3)-(6) report the coefficients on botBS" and Z; with the equation of the formexfY, = a + b x ISSEPF x

Z,_{+u,,zand

rxs =a+bxISS{’ x 7, + C[(yg,t - yg,t) + yg,t]"‘d X [(}"5;5,::8 - ygy,t) + rxfy] t Upy3.

E/A denotes the change in equity aml/A the change in assets. Controls include the PCApoorent for term
spread and short-term risk-free bond yield and R@A-component for the lagged returns and credieaghit-
statistics are based on Newey-West (1987) estinaditowing for serial correlation up to k-lags.

Insurer Balance Sheet

Broker-Dealer Balance Sheet

Bank Balance Sheet

Lagged Bank Stock Returns

Bank Loan Loss Provisions

Dep. Var. IS8

HY
Dep.Var rx 3

@ ) 3 @) 5 (6)
ISSPF -0.07 -0.07
[-0.75] [-0.72]
E/Ainsurer 3.34 1.75 1.85 2.29 3.35 2.76
[1.89]  [0.78] [1.97] [2.50] [2.19]  [1.96]
dA/Ainsurer 13.77 17.29 -11.17  -11.91  -867  -9.33
[2.26] [2.67] [-3.56] [3.92] [-2.80] [-2.37]
Controls No Yes No No Yes Yes
R? 0.41 0.53 0.61 0.73 0.72 0.76
IS<EPF -0.31 -0.1¢
[-4.29] [-2.60]
E/Asp 4.00 -2.20 -1.62 0.25 015  -0.75
[2.39]  [-0.94] [-1.37] [0.20] [-0.27] [-0.79]
dA/Aep -65.17  107.79 27153 -219.36 -299.21 -249.70
[-2.56]  [1.17] [-2.18] [2.81] [-4.27] [-4.94]
Controls No Yes No No Yes Yes
R? 0.21 0.42 0.32 0.70 0.78 0.83
ISSEPF -0.12 -0.2¢
[-1.02] [-1.75]
E/Agank 13.20 13.83 1.23 2.26 2.41 3.61
[2.05]  [2.30] [[0.22] [0.35] [0.67] [1.28]
dA/Asank 14.86 13.23 -9.09  -6.63 -12.47  -9.44
[4.43]  [2.24] [-2.20] [1.59] [-2.70] [-2.71]
Controls No Yes No No Yes Yes
R? 0.51 0.57 0.44 0.47 0.66 0.74
ISS™F -0.28 -0.25
[-1.85] [-1.75]
Rbank, 1.t 0.56 0.51 -0.14 0.01 0.03 0.05
[4.49]  [3.60] [-1.64] [0.05] [0.44] [0.62]
Controls No Yes No No Yes Yes
R? 0.41 0.47 0.18 0.43 0.12 0.61
ISR -0.2¢ 0.2z
[-3.28] [-2.18]
Loan Losses -17.86  45.00 -33.13 -59.35 -64.47 -68.38
[-0.67]  [0.82] [-0.82] [2.07] [-1.84] [-2.70]
Controls No Yes No No Yes Yes
R’ 0.01 0.19 0.02 0.50 0.48 0.69
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In all three cases the excess bond returns ant greseth have a similar relationship while the
role of equity growth is more unclear; periods efjative asset growth are followed by positive
excess high yield bond returns. On the contraryodsrof high equity growth are followed by
positive excess high yield bond returns for bankd @surers, but not for broker-dealers.
However, results for broker-dealers are not steséiby significant. In practise these findings
suggest that banks and insurers have higher eqalitys and their balance sheets decreases

during credit busts while in during the booms themomenon is adverse.

Last two panels in Table 11 compare two additiaedlof proxies for the health of bank balance
sheet: lagged bank stock returns and bank loan posgisions. In Europe corporates have
historically relayed heavily on bank financing atfis relationship can at least partly explain
variations in the issuer quality and bond retuffisst two columns compare the correlation with
quarterly measuretsS" and columns (4)-(6) show how well lagged bankrmetiand loan loss
provisions explain excess high yield bond returdnsan loss provisions are measured as a
percentage of total loans. Obtained results sughestlagged bank stock returns explain the
variations oflSSP" well but this does not apply for the loan lossvisimns. On the other hand
columns (3)-(6) shows that periods of high loarslpsovisions are followed by negative high

yield bond returns whereas bank stock returns ddaee this kind of relationship.

The results in this section are twofold. Resulieve that on the contrary to Greenwood and
Hanson (2011), coefficient d8SP" attenuate once intermediary balance sheet isaltatr On

the other hand these findings follow the theoryppsed by Adrian, Moench and Shin (2010).
Further, periods of negative asset growth seenmetadsociated with following positive excess
high yield bond returns at a 3-year horizon. At ré#ohorizons this relationship becomes
positive. In addition periods of negative assetwghoare characterized by higher equity ratios
compared to credit booms. Intuitively these findintan be explained with the length of the
credit cycle which has been 6-7 years for last tivwes (1995-2001 and 2001-2008). For shorter
periods the cycle has not yet turned and the oglahip between assets and excess returns has

been positive. For longer return horizons the ¢ffeadverse.
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7.4  Reaching for Yield

An alternative intermediary-related explanatiorb&sed on agency problems. Greenwood and
Hanson (2011) suggested that time-varying risk prera are not driven by institutions’ ability
to take risks, but rather by their willingness &ie risk due to agency problems. This view is
supported by Rajan (2005), who argued that theesggre compensation structures with limited
downside and high upside have made investment reandess risk averse. Rajan showed that
certain institutional investors are keen on reaghire yield when riskless nominal rates are low
or have recently fallen. Similarly the flat yieldree in 2009-2010 and the high yield credit boom
in the first half of the year 2011 suggest thatesters may have taken excessive risks. In
addition, Klarman (1991) has argued that the 8Qikjbond boom in U.S. was fuelled by

investors who still wanted to earn same high nohraias than in the early 1980's.

Empirical evidence on the reaching for yield hymsil is shown in Table 12 which explores the
time-series determinants of issuer quality. Qubrtereasured level oSS is regressed with
the PCA-component containing short-term risk-freadyield and the term spread. In addition
Equation (17) controls the effect of past high gielkcess returns and past high yield default
rates. The results of this regression show how teeih spread, short-term government bond
yields, LTM high yield bond returns and past defaates explain variations if6S°". These

results are presented in Columns (1)-(5).
ISSEPF = a+ b x [(y7, - ¥5,) + 5 ]+c x rxfY + d x DEFH'Y +u, 17)

In Equation (17YSSEPF is the difference between an average expectediltigiabability EDF)
quintile of high and low net debt issuers. Termeggdrand short-term German Government Bond
yields are grouped into one principal componentotieh by [(yf, — y§,) + y¢,] and LTM
excess high yield bond returns bf'Y. DEF™; denotes speculative-grade default rates in Europe
recorded and published by Moody’s Investor Serviegor term is denoted by,,. Also the
forecasting power of changes is studied. The regredor the changes is presented in equation

(18) and the subsequent results are presentedumus (6)-(15) of Table 12.

ARISSEPF = a+ b x 8¢ [(¥8, - ¥5,) + 5 |+c x Aprxf! + d X A DEF{Y + Ay (18)
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In Equation (18Y; denotes the k-quarter difference. Columns (6)-(¥@%ent the results for one
quarter changes and columns (11)-(15) results iar quarter changes. All results are also

controlled with macroeconomic variables and lageguity returns.

In short, the results in Table 12 are consistetih @ssumptions that investors are seeking higher
returns when interest rates are low and yield caiweost flat. For examplESS™" and interest
rates have an inverse relationsHS " rises when short-term risk-free bond vyield or tézen
spread are low. However, Column (1) shows that fige yield for short-term German
Government Bonds and the term spread between #02-gear bonds capture alone only 16% of
the variation inISS™". In addition these variables do not capture anyhef variation when
looking at the first difference of changes in col@@). On the other hand default rates and past
high yield bond returns capture significantly larggplaining capacity, being almost 56% when
looking at the level ofSSP". However, analogically to the terms spread andtskeom bond
yield, default rates and LTM high yield bond retigapture only a minimal amount of variation

when looking the first difference.

Findings described above suggest that the willisgrte take risks has a time-varying element
but it cannot be explained by 1- and 2-quarter gkarnn short-term risk-free yield, term spread
or past excess high yield bond returns. On therdthed the changes in default rates have a
better forecasting power. The explanatory poweahefchanges improves when the time period is
lengthened. For example term spread, short-terkafrée bond yields, last twelve month high
yield bond returns and past default rates capt8% of variation 01SS" when looking at the
fourth difference and 24% when analysing the eigliffierence. Results for the fourth and eighth

differences are presented in Appendix 7.
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Table 12 Determinants of issuer quality

This Table shows the time series regression okisqualitylSS™ on levels and past changes of variables of th@:féSSEPF = a + b x [(yf, — ¥§.) + y&|+c x rxfl’ +
d x DEF'Y +u, or AJISSEPF = a+ b x A [(yE, — y§.) + y§|+c X A, rxlY + d x A DEFHY + Aju,. ISS™ is the difference between the averd&jeF quintile of high
and low net debt issuers. Term spread and shaont-Barman Government Bond yields are grouped ineopsmcipal component denoted [:(Wgt - yg_t) + YSG,t]- LTM excess

high yield bond returns are denoted Y. DEF™; denotes speculative-grade default rates in Eureperded and published by Moody’s Investor Servigor term is
denoted by, . Results are tested with and without additionadtials. These additional controls are lagged equtyrns and the principal component of macro-envao
variables. Columns (1)-(5) show the results foelsycolumns (6)-(10) for the one quarter diffeeaad columns (11)-(15) for the half year differenestatistics for k-period
forecasting regressions are based on Newey-We87 ) E&timator allowing for serial correlation upkitags.

1SS AL1SS™ AlSS™
@ ) ©) (4) () (6) () ®) 9 19 1) 1 13 @4 19
Levels:  [y®iLcYCses ¥Cs)l 0.17 0.06 -0.0¢ 0.1¢
[2.97] [1.72] [1.10] [2.95]
Y, -0.04 0.06 0.61 0.30
[-0.20] [0.29] [2.28] [2.21]
DEF, -791 -7.15 -6.45 -7.58
[-7.19] [-6.46] [-5.95] [-7.26]
l-quarter ,[y® ,-y®s,.y%s,] 0.01 -0.01 -0.10 0.00
Changes: [0.17] [-0.13] [-0.54] [0.02]
A rx ™, 0.30 0.31 0.58 0.37
[1.05] [0.86] [0.98] [1.08]
4,DEF, -6.4¢ -6.5¢ -5.82 -7.0C
[-2.21] [1.96] [-2.05] [-1.93]
2-quarter  4,[y®, -y®s., yCs] -0.05 013  -0.14 -0.12
Changes: [-0.36] [-0.60] [-0.66] [-0.54]
A,mxHY, 1.05 1.24 151 1.29
[1.43] [1.24] [1.30] [1.34]
4,DEF, -10.14 -10.52 -9.76 -10.22
[1.72] [-1.81] [2.63] [1.71]
Other Controls None None None Lagged Economic None None None Lagged Economic None None None Lagged Economic
Equity  Variables Equity  Variables Equity  Variables
Returns Returns Returns

0.1 0.5¢ 05¢ 0.6: 0.6] 0.0C 0.0° 0.0° 0.07 O0.0¢ 000 005 007 011  0.09
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7.5 Investor Over-extrapolation and Mispricing

This section considers the possibility that investonemory is short and they over-extrapolate
past defaults or volatility, leading to the timeryiag mispricing of corporate bonds and loans.
As shown in Section 3.2, every company has itsnagdtieverage level measured in monetary
terms. However, this balance can be changed i€tbdit on the markets is exceptionally cheap.
Simultaneously, following period of low defaultsvestors start to believe that the low credit
quality firms are safer than they really are. Tm®ng risk analysis decrease the price of the
credit and when recognizing that the credit is phéaw quality firms will issue large amount of
debt making them even more likely to default in tiieire. This leads to the situation where the

deteriorating issuer quality forecasts negativeeegcorporate bond returns.

Even though extrapolative expectations are notsueg by the perfect market hypothesis, there
are several reasons why over-extrapolation assangptare realistic. For example Barberis,
Shleifer and Vishny (1998) argued that investomsktithat the economy evolves according to a
more or less persistent process. Shleifer and Yissimowed that following low-default
realizations investors start to believe that theitess environment has fundamentally changed
and the low default environment is more persistean it truly is. This biased assumption leads
to low or negative bond returns when the cycleduiirhus, according to Shleifer and Vishny, the
lower issuer quality is associated with greatemr-amimism about future default rates and lower

expected returns.

Table 12 shows that the assumption about low diefatés and subsequent deteriorating issuer
quality really takes place. 1- and 2- quarter cleanin the table show tha8S"F is high

following periods when default rates have beendod high yield excess returns have been high,
although the coefficient of determination is low Bmth changes. For longer time periods, 4- and
8-quarter changes the statistical significance #mel coefficient of determination risés.

Following the above discussion it can be suggestatithe recent experience of credit market
investors do play a role in formation of futureuret expectations but investor react slowly to the

changes in market conditions.

1 See Appendix 7
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8 CONCLUSIONS

The purpose of this study was to construct a cohgn&ive measure of issuer quality and use this
measure to forecast excess corporate bond retufasropean markets. While existing literature
in corporate finance has mainly focused on idemtfyreasons why the quantity of credit may
fluctuate over the business cycle, only little effeas been devoted to connect these credit booms
and busts to investor returns. Greenwood and Ha(&aitil) were the first ones who filled this
research gap by proving with U.S. data that whesues quality is low corporate bonds
subsequently underperform Treasuries. This themiributes the existing literature by further
developing the methodology of Greenwood and Har§206t1) and by showing empirically that

the variations in the issuer quality is a definfegture of the credit cycle.

The empirical part of this thesis focused on stugythe European high yield corporate bonds.
Bank of America Merrill Lynch European Currency Hiield Index was the first high yield
bond index in Europe launched in Decembet, 311997. This index defined the geographical
scope, time period and the type of companies diuidighe study. The actual company sample
consisted of non-financial and non-governmental mames headquartered in Europe whose
market value equals or is more than 100 millionosuiThe time period observed in this thesis
was 01/1998-09/2011.

The primary issuer quality method used in this gtuds a particular application of Merton’s
(1974) model which was developed by the proprietdfrshe KMV Corporation. The model
compared the credit quality of firms issuing laggaount of debt relative to their size to that of
firms issuing or retiring debt. The comparison Wwased on periodical changes in debt and thus
the expected difference in default frequencies betwhigh and low net debt issuers was
recalculated either annually or quarterly. Thisoratas denoted biSS°". The second quality
measure, the high yield share, was used to cotiteotesults from théSSP" calculations. The
high yield share was formed by using credit ratiagsigned to new corporate bond issues. The

primary source for credit ratings was Moody’s (Mgadnvestors Service, 2011).
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8.1 Summary of the Results

The empirical results of this thesis show that whebt issuer quality among European listed
companies is low or high yield share in bond isseans high, corporate bonds subsequently
underperformed German Government Bonds. Betweer8 Efl 2011 both issuer quality,
measured with issuer characteristic spread, antitieyield share have had a striking degree of
predictability and often forecast significantly atige excess bond returns at 3- and 4-year
horizons. For 1- and 2-year horizons the coeffisemn issuer quality measures have attenuated
once term spread, credit spread, short-term ris&4fiond yield and past excess bond returns were
controlled.

This thesis shows that the shift towards lower igpu@londs decreases, not increases, the actual
investor returns. This finding rules out the posigybthat high yield bond returns would be
mechanically linked to the composition of bondgha high yield index. Further, several of the
empirical findings support the idea that rationattgtermined price of risk moves in a
countercyclical fashion. Intermediary balance slstetngth offers one explanation for the time
varying price of risk. For example the coefficiemt|SS™" attenuates once intermediary balance
sheet is controlled. The results also show thabgsrof low nominal interest rates, low term or
credit spread and low past bond defaults have fmenved by high excess returns on corporate
bonds. These results are difficult to fully explaising rationally time-varying risk aversion or
other drivers of countercyclical risk premium. kestl, the intermediary frictions and explanations
in which investors systematically make mistakesa&sessing credit quality, offer statistically

significant reasons for the variation in debt issyéality.

Table 13 on the next page presents the more diwil@mary of the main results.
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Table 13 Summary of the results

This Table presents the hypotheses tested intteg@s and the main empirical findings related tnth

H1

H2

H3

H4

H5

Hypothesis
Aggregate corporate
debt growth can
forecast excess bor
returns. Debt growth
and excess returns have
a negative correlation.

Debt issuers quality can
forecast excess bor
returns. The relationshi
between quality and the
expected returns is
negative.

Issuer quality has
incremental forecasting
power above term and
credit spread as well as
short term risk-free
interest yield.

Periods of strong
balance sheet of
financial intermediaries
are followed by low
excess returns on
corporate bonds.

Past default rates and
bond returns, term
spread and short term
risk free yield are
significant determinants
of the issuer
characteristics spread.

Empirical evidence
Medium support. Aggregate corporate debt growth negatively forecastes:
high yield bond returns at the 5% significance lleveasured with the two-tailed
t-test. However, the coefficient on aggregate cigrditvth is attenuated once
traditional proxies for risk premium are controllddhese proxies include term
spread, credit spread, short term risk-free intees and last twelve month
bond returns.

Strong support. Quarterly measured debt issuer quality negatieelcasts
excess high yield bond returns at 3- and 4-yeazdmw. Obtained results are
significant at the 1% significance level. At 1- @iglear horizons results are
significant at the 10% level. In this study the tdebuer quality is measured

primary with issuer characteristic spread betwegimdmnd low net debt issuers,

denoted bySSEDF

corporate bond issues, showed in logarithmic fancth@denoted blog(HYS).
However, results are not sensitive to the methodeh

. The second quality measure is the share of namdial

Medium support. Issuer quality has incremental forecasting power @and
above traditional proxies for risk premium at 3d @ayear horizons. These
proxies include term spread, credit spread, shan tisk-free interest rates and
last twelve month bond returns. At 1- and 2-yeaizbos the coefficients on
issuer quality attenuates once the traditionalipsofor risk premium are
controlled.

Further, emprical results show that issuer qualitisconnected from traditional
predictors of stock market returns. The negatietioaship between issuer
quality and excess bond returns remains signifieaen after controling with
equity returns and equity volatility at 3- and 4ydorizons. Findings suggest that
issuer quality captures market movements thatelagively specific to credit
markets.

Strong support. Results suggest that periods of negative intermgédsset
growth are followed positive excess high yield bostdirns at 3- and 4-year
horizons. At shorter horizons this relationshipdiees positive. These findings
can be explained intuitively with the length of tvedit cycle. Especially banks'
and insurers' balance sheet growth has increnmfentalasting power for
corporate bond returns over and above traditioredgs for risk premium.

Medium support. Past default rates and changes in past defagd fatecast

the level ofiSS™" at the 1% and the changeslSSE °Fat the 5% significance
level. On the other hand past bond returns, tereaspand short term risk free

yield do not forecast the level and the changdSS?DFw'rth statistically
significant accuracy.
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8.2  Suggestions for Further Research

This master’s thesis filled an important gap in #éxésting literature by studying the possibility
that time-varying investor beliefs or tastes plaple in determining the quantity and allocation
of credit in Europe. Although the results were dalhe scope of the topic and still evolving high

yield corporate bond markets prove that thereilisgsbund to cover in the future.

Probably the most interesting topic for furthereash arising from this thesis would be the
intermediaries’ role in credit cycles. Growing taéure argues that fluctuations in intermediary
equity capital or balance sheet health impact pigmium (Gromb and Vayanos, 2002; He and
Krishnamurthy, 2010; Garleanu and Pedersen, 201@je 2010). The findings of this thesis
supported this argument. Unlisted pension insuraaeepanies were excluded from this study
because of their ownership structure but the ingrme of these companies to the high yield bond
markets is significant and might bring some newginisinto the matter. Other types of control
variables could also be investigated, such as cpspecific controls. Replicating the study with
Asian data could also prove to be interesting,caigfn the available data is likely to set some
limitations, especially in countries with less deped reporting standards. Finally, more
advanced studies concentrating to time-varying stors’ beliefs and expectations could offer
additional insight or simply further verify the s found in this study. However, these

undoubtedly interesting issues are left for thareiresearch.
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APPENDICES

Appendix 1 Time-series forecasting regressions okeess bond returns
The reduced-form model described in Chapter 3 stgdkat the both coefficients of quality and

quantity will be negative as long as the varianeebigger than zero. However, the quality
becomes more important explanatory factor whenvireance of non-firm specific variables of
optimal capital structure grows large or the vaceawof firm specific determinants approach to
zero. In order to prove this argument, the asswnptiat all random variables are independent
has to be done. And in line with the previous ag#ion, the exposure of typ@ firm to the
market wide pricing of credit riskff), is expected to be 1 so that = h, + E(R;) and
E[rx:1,1] = E(R;). Expected excess return is a multiplication ofezted return on credit assets
E(R,). Expected credit lossés and return€(R) are time-varying variables. Frof{rx;,,] =

E(R;) trivially follows that the magnitude of regressiaoefficients will be larger for high

default-risk firms than for low default-risk firmsinceE [rxe,tﬂ] = BoE(R;) andBL <Ph.

The coefficienb from univariate forecasting regressiomaf; on quality @y-dy,) is:

BH=PL ;2
b =2 O 9 E.1
dg—dp — o2 +BH=BL 2 (E.1)

In this model the target capital structure has ilweependent componentg:is a common capital
structure component for all firms angk is a firm specific component for all firnés And for the

guantity the same coefficient can be presented|bsis:

Bu+B
Hy LXO-L%,'(R)

ﬁH"'ﬁLaé(R)

de+dL - < 0 (E2)

402+202%+

When equations E.1 and E.2 are regressed togethermultivariate regression the following
matrix equation is achieved:

”JZE(R)

[de—dL _ y (403 + 2002)(ﬁH - BL) (E.3)

- 2
de+dL] 208 (103 +207+(PHLPLY o2 o o (BHELY 02 1 (w07 +207) 20 (By + BL)
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As the variance of the common variable for all camips grows largest,) or the firm-specific
components? falls, the aggregate debt issuance becomes Iésemative and the relative
issuance (i.e., issuer quality) grows its imporeaas a forecasting variable. The same can be
derived for the credit spread. The coefficidntin a univariate and multivariate forecasting

regression ofxw1 on spreads; is given by

__%Em_ (E.4)
S 202+a2 '
2 —
[de—dL] _ TE(R) ——Gh(ﬁz bu) (E.5)
bS det(V) 20_2 )
Cc

Wheredet[V]>0 is the determinant of the variance-covariance imafrd,-d_ and spreads.

And analogically to the equation (E.3), when thaetivarying expected default probabilitsi,
grows org? falls in equation (E.5). Credit spread become ksd quality more informative

about excess returns.
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Appendix 2 Number of firms and observations classid by countries in the final sample

This Table shows the number of companies and qlyaften observations in the final sample. IndivadiCompany
is included into the final sample if there has beefiicient data to calculate expected default phility following
Bharath and Shumway (2008). When calculated withrtguy data, 4 continuous quarters of continuoats cre
required.

Country Number of frms  Quarterly observations
Germany 223 4,168
Italy 148 2,699
Sweden 117 2,443
Turkey 112 1,944
Poland 105 1,674
Greece 84 1,425
Spain 75 1,532
Finland 72 1,864
Norway 70 1,502
Russia 52 425
Denmark 47 1,029
Netherlands 40 812
Austria 31 677
France 29 500
Portugal 28 706
Switzerland 25 509
United Kingdom 19 406
Belgium 13 308
Luxembourg 13 285
Hungary 11 241
Czech Repubilic 7 146
Ireland 4 77
Lithuania 4 60
Iceland 3 71
Slovakia 1 12
Cyprus 1 21
Slovenia 1 14
Malta 1 17
1,336 25,567
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Appendix 3 Compilation of univariate regressions
This Table shows different variations #&S°" andlog(HYS). IS&Femual notlaggedig the normal annual issuer quality forecastirgession without laggindSS @) describes
the same data but is lagged by one ykgg Hauarery. notlaggedys the not lagged quarterly issuer quality regoegdSSOHauartery. notlagged, dummyg tha quarterly regression function
which accounts possible quarter specific variatid®8$° 2™ s the (ﬂuarterly regression lagged by one qualieFPHavarterl. annualized debt change, not lagged) ohe quarter not lagged
regression with rolling 12-month debt change B> auarery. annualized debt chang one quarter lagged regression with rolling 1@ath debt changdog(HY S§™a: notlaggedis the
annual not lagged high yield bond share of tosiascelog(HYSF™™®is the annual high yield share lagged by one yeg(HY S§uate™y: notlagsedis the quarterly high yield share,
log(HY Suarert. notlagged dummys the quarterly high yield share accounting fe quarter specific factormgsHYsﬁq”a’te"y)is the one quarter lagged functidog(HY S§uaer. notlagged,
annualized debt changgy the 12-month average high yield share of fistales and finallyipg(HY S§atery: annualized debt changg) the |agged 12-month average high yield shatetaf issuest-
statistics are based on Newey-West (1987) autdatioe up to k-lags.

LTM High Yield Returr  l-year High Yield Retur 2-year High Yield Retur 3-year High Yield Retur %-year High Yield Retur

b ] R’ b It R’ b It R b It R b 0| R
X =Ig SO (annual notlagged) -0.16 [-0.77] 0.06 -0.30 [-3.95] 0.20 -0.62 [-3.99] 0.47 50. [-6.68] 0.48 010 [-0.44] 0.02
X1=1SS™PF (@na) -0.30 [4.32] 0.21 -0.22 [-1.66] 0.08 -0.18 [-1.86] 0.04 0.1 [0.75] 0.04 0.10 [0.97] 0.02
X, =1 SFPF (auarterly, not lagged) 0.04 [0.53] 0.00 -0.06 [-0.96] 0.02 -0.15 [-1.61] 0.06 -0.040.58] 0.01 -0.04 [-0.49] 0.01
X =S SEPF (auarterly, not lagged, dummy) 0.06 [0.76] 0.01 -0.07 [-0.85] 0.02 -0.17 [-1.27] 0.29 -0.061.12] 0.04 -0.07 [-0.82 0.03
X1 =ISSEPF (@uarer) -0.08 [-1.42] 0.02 -0.07 [-1.08] 0.01 -0.12 [-0.95] 0.04  0®. [-0.37] 0.00 0.04 [0.46] 0.01
X, =ISGEPF (auarterly, annualized debt change, notlagged) _g 04 [-0.44]  0.01 -0.12 [-1.86] 0.07 -0.17 [-1.66] 0.10 2®. [-3.29] 0.32 -0.21 [-4.09] 0.25
X4 |G GEOF (auarterly, annualized debt change) -0.11 [-1.08] 0.05 -0.11 [-1.90] 0.07 -0.19 [-1.84] 0.12 2D. [-3.14] 0.43 -0.20 [-3.45] 0.23
X(=log(HYS) @a!. not lagged) 0.40 [3.08] 0.46 -0.07 [-0.32] 0.01 -0.37 [-1.48] 0.14 -0.525.65] 0.36 -0.66 [5.17] 0.61
Xw1=log(HYS) @™ -0.07 [-0.32] 0.07 -0.29 [-3.09] 0.13 -0.74 [-3.03] 0.43 7®. [-7.64] 0.78 -0.49 [-3.40] 0.38
Xi=log(HYS)(@arety, not lagged) 0.23 [4.22] 0.49 0.04 [0.38] 0.01 -0.14 [-1.73] 0.11 -0.111.96] 0.11 -0.12 [-1.53] 0.09
Xi=log(HYS) (@uareny. not lagged, dummy) 0.24 [3.96] 0.0 0.04 [0.39] 0.01 -0.15 [1.69] 0.12 -0.121.88] 0.14 -0.12 [1.34] 0.12
Xe1=log(HYS) @) 0.22 [4.49] 0.42 0.00 [-0.03] 0.00 -0.14 [-1.60] 0.11 -0.121.70] 0.12 -0.16 [-1.98] 0.16
Xi=log(HYS) arery. notlagged, anualized debt che 0 47 [6.64]  0.49 -0.13 [-0.96] 0.05 -0.32 [-1.91] 0.18 -0.3§2.21] 0.27 -0.50 [-3.54] 0.51

X1=log(HYS)(uarer, annuaiized debt change) 0.29 [3.44] 0.24 -0.23 [-1.76] 0.15 -0.38 [-2.37] 0.25 -0.41-2.92] 0.38 -0.56 [-4.87] 0.64
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Appendix 4 Robustness check for the time period udén the study

This Table shows the univariate regressions folagéHYS) of the formrx/Y, = a + b x X,_; + u,,, Where the
dependent variablex/, is the cumulative 3-year excess return on highdyi@bnds calculated with Bank of
America (BoFa) Merrill Lynch European Currency Higtield Bond - Index. In Panel B and C, the dependen
variable is the cumulative 3-year excess returrB&m- and AAA- rated corporate bonds calculated wibFa
Merrill Lynch Emu Corporate non-financial BBB- a#dM\A- rated bond indexes, respectivel.denotedog(HYS
and u.,, is the error term. The left side of the table pras the high-yield share calculated for 01/2001-
09/2011.This time period is the maximum length B&"" calculations. The right side of the table presehes
result for the hold time period the high yield ird#ata has been available (01/1998-09/20tt&}atistics are based
on Newey-West (1987) autocorrelation up to k-lags.

xt_lzlog(HYS)(quarterly, annualized debt changgly)1 201 1 Xt_lzlog(HYS)(quarterly, annualized debt chang§lggg 201 1
1-year 2-year 3-year 4-year 1l-year 2-year 3-year 4-year
Panel A: High Yield Excess Returns'{fx

b -0.23 -0.38 -0.41 -0.56 -0.28 -0.45 -0.39 -0.52

[t] [-1.76] [-2.36] [-2.93] [-4.87] [-2.29] [-2.81] [-3.20] [-5.33]

R? 0.15 0.25 0.38 0.62 0.22 0.29 0.26 0.52
Panel B: BBB Excess Returns E(?)%)

b -0.07 -0.10 -0.09 -0.10 -0.05 -0.07 -0.05 -0.07

[t] [-1.94] [-2.60] [-2.97] [-2.85] [-1.67] [-2.21] [-1.42] [t.43]

R? 0.19 0.26 0.32 0.40 0.11 0.16 0.09 0.11
Panel C: AAA Excess ReturnsAAA)

b -0.01 -0.01 -0.01 -0.03 -0.01 -0.01 0.00 -0.02

[t] [-0.97] [-0.70] [-0.40] [-3.37] [-1.11] [-0.75] [-0.30] R.98]

R2 0.04 0.03 0.01 0.38 0.05 0.01 0.00 0.29
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Appendix 5 Quantity, quality and future return to credit
This Table shows the forecasting power of quaraityl quality to future returns on credit. Quarterlgasured trailing 12-month univariate regresssoafithe form:rxfly, = a +
b x X,_1 + u,,, and time-series controlled multivariate regressitnof the formrxfl; = a + b x X,_1 + ¢ x [(¥f, — ¥§,) + y§.]+d x [(yEpt — ¥E, ) + rxf” | + upiz. rxfly
denotes the cumulative 3-year excess return on Yigiti bonds andX; ; stands for quarterly measurkdj(HYS) Term spread and short-term German Government Bmhds are
grouped into one principal component denoted(b§, — ¥§,) + y§,|. Credit spread and LTM excess high yield bondrretiorm another principal component denoted(p§2? —
ygy_t) +rxf¥]. u, is the error term.ADagdDaggis the annual percentage change in total debtdompanies anadD,/Dy denotes the aggregate debt growth of quintilesePA

Panel A: Univariat
(2) ()] 3 4 5) (6) U] ()] 9) (10) (11)

Issuer Quality log(HYS (@2 -0.3¢ -0.3: , , o -
[-3.20] [-3.24] shows regressions without and Panel B with pringpanponent controlg-statistics are based
Agg. Debt growt 4D pgy/D agg 0.1¢ -0.0¢ on Newey-West (1987) autocorrelation up to k-lags.
[-2.18] [-1.47]
Low EDF 4D1/D1 -0.0¢ -0.0z -0.11
[-2.31] [0.02] [-2.51]
2 4D2/D -0.12
[-2.26]
3 AD3/D3 -0.1C
[-2.52]
4 AD4/Dy -0.1C
[-1.83]
High EDF 4ADs/Ds -0.11 -0.11
[-2.59] [-1.58]
High-Low ADs/Ds -4D1/Dy -0.0¢ -0.11
[-1.00] [-1.58]
R2 0.2¢ 0.2¢ 0.4 0.1¢ 0.3¢ 0.2z 0.2¢ 0.2¢ 0.2¢ 0.0< 0.2¢
Panel B: Multivariat
@ @ (©) ©) ®) (6) @) ® © (10 1D
Issuer Quality log(HYS (& -0.3¢ -0.3¢
[-3.53] [-4.21]
Agg. Debt growt AD agg/D agg -0.0¢ -0.0z
[-1.70] [-0.69]
Low EDF 4D1/D1 -0.0% 0.0C -0.11
[-1.54] [-0.00] [-2.21]
2 4D2/D -0.1£
[-2.04]
3 AD3/D3 -0.0¢
[-2.08]
4 AD4/Dy -0.11
[-1.50]
High EDF 4ADs/Ds -0.11 -0.11
[-2.17] [-1.47]
High-Low ADs/Ds - 4D 1/Dy -0.0t -0.11
[-0.83] [-1.47]

R’ 0.3 0.2¢ 0.4¢ 0.1¢ 0.34 0.2¢ 0.2¢ 0.2¢ 0.2¢ 0.14 0.2¢
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Appendix 6 ARMA-models for the univariate regressios

This Table presents Aike’s and Bayesian informatigteria (Burnham and Anderson, 2002) for log esceeturns
on speculative-grade bonds on debt issuer qu@&P" andlog(HYS)of the form:rx/Y, = a +b X X,_; + up .
The dependent variablec!’, is the cumulative 3-year excess return on highdylends calculated with Bank of
America (BoFa) Merrill Lynch European Currency Higleld Bond - Indexu,,, is the error term. In the upper part

of the tableX denotedSS F and in the lower patbg(HYS.

DF(quarterly, annual debt change
ISSE (a y. ge)

AIC SBIC
1 2 3 1 2 3
0.36 0.56 0.49 1l 0.49 0.69 0.62
-0.27 0.40 0.41 2l -0.14 0.53 0.54
0.12 0.51 0.57 3 0.25 0.64 0.70
Ic)g(HYquuarterly, annnual debt change)
AIC SBIC
1 2 3 1 2 3
-0.39 -0.44 -0.40 1 -0.28 -0.33 -0.29
-0.46 0.14 0.17 2| -0.35 0.25 0.28
0.04 0.12 0.29 3 0.15 0.23 0.40
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Appendix 7 Determinants of the issuer quality

This Table shows past changes of past returns, $pread, short-term interest rates and defauls ratehe form:
A ISSEPF = a + b x A [(vE, — y€0) + y€i]+e x AerxlY + d x A, DEFY + Aju,. 1SS is the difference
between the average EDF quintile of high and lobt desuers. Term spread and short-term German Goant
Bond yields are grouped into one principal compomemoted by (yf, — ¥§,) + y§.] and LTM excess high yield
bond returns byxHY. DEF™, denotes speculative-grade default rates in Eureparded and published by Moody’s
Investor Service. Error term is denoted Wy,. Results are tested with and without controls.hBlagged equity
returns and the principal component of macro-ecoomariables are used to control the results. Cokifl7)-(21)
show the results for one year (4 quarters) diffeeesnd columns (22)-(26) for the two years diffee(8 quarters).

t-statistics for k-period forecasting regressions based on Newey-West (1987) estimator allowing Serial
correlation up to k-lags.

ASS™" AgSS ™"
a7) (18) 19 (20) (21) (22) (23) (24) (25) (26)
4-quarter 4 4y N Lt 'yG St + yG s;] 0.05 -0.03  -0.02 0.00
Changes: [0.61] [-0.22] [-0.12] [-0.03]
A1, 1.79 1.84 1.67 1.66
[1.67] [L50] [1.44] [1.32]
A,DEF, -25.49 -26.13 -25.35 -24.77
[-2.62] [-2.21] [-2.25] [-2.44]
8-quarter  4,[y® -y®s . y%s)] 0.10 010 010 0.2
Changes: [1.33] [0.99] [1.00] [1.26]
A, 1.34 1.17 1.32 1.08
[2.15] [1.67] [1.62] [1.47]
AgDEF, -19.50 -15.41 -15.49 -15.93
[-4.39] [-2.40] [-2.33] [-2.42]
Other Controls None None None Lagged Economic None None None Lagged Economic
Equity  Variables Equity  Variables
Returns Returns

R 0.01 0.18 0.18 0.19 0.24 0.05 0.19 0.24 0.25 0.26




