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Abstract

We examined whether commodity index prices could improve forecasts of Finnish inflation.
Inflation forecasts are made for horizons of one, three, six and twelve months, for the period
January 2008 — March 2014. Forecasts from the commodity ADL models are compared to
benchmarks set by comparable univariate AR models. In some cases the commodity ADL models
have slightly smaller root mean squared forecast errors than their benchmark, but the
improvements are not statistically significant.
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1 Introduction

1.1 Forecasting Inflation with Commaodity I ndexes

Maintaining price stability by controlling inflatiois an important task of central banks. For the
European Central Bank, controlling for inflatiory, keeping it below, but close to two percent, isitth
primary objective. The successful management dditioh depends largely on the ability to forecast
inflation, so that the central banks can form tipaiicy to reflect also anticipated inflation anotmonly
its current level. Reliable forecasts would allamiag to cancel the effects from inflationary trend
before they are realized. Likewise to driving a caaintaining course is easier with the abilitysé®

ahead and not only having to rely on the rearviawan

Since the mid nineties the level of inflation baitthe United States and in the euro-area has been
considerably lower than in the 1970s and 80s. Ta®ktdouble digit inflation already seemed a ditta
memory. Stock and Watson wrote in 2006 how theedsws in the level and volatility of inflation has
led to forecasting becoming easier in the sensenadler forecasting errors. However at the same tim
it has become more difficult to find a model cajgatil improving upon the accuracy of univariate
model forecasts. For example a traditional todbnecasting inflation, the Phillips-curve relation,
seems to have broken down, and appears no longki usinflation forecasting, as was compellingly
argued by Atkeson and Ohanian in 2001.

But the era of “well-behaved” inflation did not tuout to last more than a decade and a half, bemnn
in the early 90s and ending in the financial cre$i2008. Since then the level of inflation hasksun
even lower and experienced greater volatility astmseen from Figure'IThe year 2009 saw
inflation drop dramatically, but since then thaiation has seemed to stabilize. Whether the suarge i
volatility in 2009 was only temporary or marked theset of a more unstable inflation era remains to

be seen.

! Data: Statistics Finland, European Central Bank, Bederal Reserve of Cleveland
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Inflation is largely thought to be led by inflati@xpectations. “Since people’s expectations about
inflation influence their behavior in the marketaand that, in turn, has consequences for future
inflation” (Kwan, 2005). In theory it should be gas forecast inflation from the expectations, tout
practice determining what the actual expectatioasas proven difficult. Whilst for example in tingo
expected inflation should be easy to decipher fiaterest rates, either from the spread between long
and short rates or from a more technical invesbgatf the yield curve shape, the success in
forecasting from these has been limited. Also ttamatory power of the interest rate derived

variables is not sustained when past inflatiorcanted for (Stock and Watson, 2003).

Inflation appears an autocorrelating progresshat past inflation “causes”, or provides some
information on, future inflation. For a causal pees the direction of causality runs forward wité th
past influencing the future, and by definition tb&ure should have no ability to explain the past.
However Ellison et al. (2010) have rather confulsirigund that for US inflation the causality runs

also backwards which is problematic for the viewndiation as causal.



Forecasting inflation is such a central topic inreametrics that there is a plentitude of literatome
almost any kind of model imaginable. Indeed therditure on inflation is so numerous that not even
attempts to catalogue it have been attempted irettent years (Malliaris, 2006).

One possible aid in forecasting inflation is comiitygrices. Interest in using commodity prices as a
tool for inflation has been in and out fashion,gbly in relation to the levels of commodity prices
(Blomberg and Harris, 1995). Commodity prices, angarticular their indexes, could plausible serve
as a proxy for inflation expectations. Most priagea consumer price index are sticky, in that they
adjust for inflation only slowly, but commodity pas, both spot and future, are continuously set at

auctions so they are adjusted for inflation expemta quickly (Eugeni and Kruger, 1994).

While single commodities, such as gold or crudeaaih potentially serve as leading indicators for
inflation, theoretically a bundle of commodities,faund in a commodity index, should provide a more
robust indicator. An index is less sensitive todardsupply shocks from e.g. political situationdad
weather than a single commodity. However the cati@h of even seemingly unrelated commodity
futures prices is high (Pindyck and Rotemberg, 1.980d recently further more so (Suni and De Meo,
2009) possibly due to commodity-index linked inwegt(investigated in Stoll and Whaley, 2009), so

the benefit gained from diversifying could be dimimng.

Three theories on the linkage between commodityegrand broader inflation were defined by
Blomberg and Harris (1995). The first is that conglityoprices may give early signals of an
inflationary surge in aggregate demand. Illusted§inBlomberg and Harris likened the relation betwee
commodity and inflation to the race from the wetlekvn Aesop’s tale “The Tortoise and the Hare”.
“Like the hare, ... commodity prices tend to takeugk, early lead in inflation cycles, but ultimatel
lose to the race, falling in real terms” (Blombargd Harris, 1995). According to this theory
commodity prices first over-adjust to changes igragate demand, but the over-adjustment is later
reversed. Due to the believed link between commgqadites and economic activity, commodity prices
have often been modeled as a function of globah@wmic activity. This demand induced effect on

commodity prices should be most pronounced on imidiisnaterials.

Secondly commodity prices and broad inflation stidag directly linked, since commodities are an
important input into production. In the United $&tommodities have represented one tenth of the

value of production (Blomberg and Harris, 1995)cl&direct price effects have historically mostly
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originated from energy and food commodities. Aleebeing equal the increases in the prices of the

commodities end up being passed through to consprives.

The third theory is that commodities may be seea @seful inflation hedge by investors. This
behavior would also have self-fulfilling propertj@s that the more it is used, the stronger thie lin
would become. Precious metals, especially golde liieen popular as inflation hedges. But it is likel
that the importance of this role has diminishedgsithe proliferation of derivatives has broughteno

direct ways for inflation hedging, including deriiees on inflation itself.

1.2 Sructureof theThesis

Our aim is to investigate whether commodity indexesa useful leading indicator in forecasting
Finnish inflation as measured by the annual raihahge of the consumer price indéwith a series

of pseudo out-of-sample forecasts we will invegggahether autoregressive distributed lag (ADL)
models of commodity indexes will be able to impreymn the univariate autoregressive (AR) model.
In addition a moving average (MA) model and a naoleng average forecast model comparable to
the type used by Atkeson and Ohanian (2001) amm&std. The MA and AO models are included
since they have a significant role in inflatioretdéture. The MA model has had excellent success in
forecasting recent inflation (Stock and Watson,&0and the AO model which is by intentional design
very simple, still has been a difficult benchmaslbeat (Stock and Watson, 2006 and, Atkeson and
Ohanian, 2001).

Following the example of Stock and Watson (2008¢dasting is performed with pseudo out-of-
sample forecasts estimated for a 75 month permd franuary 2008 to March 2014. This means that a
series of forecasts will be estimated, using asgditahich recursively grows with the inclusion loé t
most recent values. Thus for example for forecggtie next months values, the first forecast wall b
made from the data from February 1992 (the datddauary was lost due to differencing) to
December 2007, the second estimate will also irecthe values from January 2008, the third February
2008, and so on until the last forecast for Mar@h£2which is estimated on all the history up to
February 2014.

2z, = A”logCPI,



Forecasts will be made for the next 1 month, 3 ime® months and 12 months. When the forecast is
made for a longer horizons than one month, the negsint values in the dataset are retarded the
equivalent amount, thus for the first one yeardast for January 2008, the most recent data waaild b

from January 2007.

The previous literature, which is mostly on foragsagsUS inflation, has found that on the whole,
despite the theoretical plausibility, commodityces are not a reliable indicator for inflation. Jive
been found to improve forecasts during some perimgisnot in others. Even in the periods when
they've been found to improve the forecast, therowpment has been minor and insignificant.
Additionally, inconveniently for a leading indicatm some cases the relation has been found negativ
so that a rise in commodity prices has signaledaedse in consumer price inflation (Blomberg and
Harris, 1995; and Cecchetti et al., 2000).

Our finding is that some of the indexes improvelmpure autoregressive forecast, on some forecast
lengths, but the improvements of the ADL on theBdels are not statistically significant. While the
improvements on the forecasts are not signifidtetregression coefficients provide some insigta in
Finnish inflation dynamics. At the shorter horizahe changes in commodity prices and inflation
mostly have a positive correlation, but this dil@tts reversed at the longest one year horizors Th
can be seen as evidence for a “Tortoise and Hatation between commodities and inflation. At all
forecast horizons the MA model has the smallestdast errors. The Atkeson and Ohanian (AO) model

performs the worst of all models at each forecasizbn.

This thesis proceeds so that the next second ahaygtgents the existing literature on the link lestw
commodities and inflation. The third chapter iniods the commodity indexes used in this study, and
the fourth chapter details the data used. The rsadgstd are presented in the fifth chapter, folloiwed
an examination of the results in chapter six. Fnethapter seven contains the concluding thoughts.

2 Research on Commodities and I nflation

A wealth of research exists on the link between mauality prices and inflation, or more generally

expressed consumer prices. The overwhelming myjofithe research is on US inflation, but
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countries like Australia and Canada (Bloch et2006) have also been covered. It seems that no prio
research exists in which Finnish inflation has bfegacasted by commodity prices. In this chapter al
the articles mentioned explore US inflation, unlegserwise stated.

The general finding has been that commodity prisesl to be a useful leading indicator for inflation

in the high inflation era of the 1970s and earlg 8lomberg and Harris, 1995). But since the 1980s
the situation has changed and at least with linezdels successfully forecasting inflation from
commodities has become difficult. We have clasdiigamples of the past research into three
categories: Successes, Mixed Results, and Failanesthese are listed in Table 1. The classificato
not based on the respective authors on views osuteess of their results, but rather on our own
rubric. The Successes are examples where the comesatle without reservations judged to be useful
in inflation forecasts. In the class of Mixed Reésuthe commodities were found to make marginal but
insignificant improvements on inflation forecadtmally in the class of Failures the commoditiesave

found to contain no additional information usefuinflation forecasting purposes.

Table 1

Past Research Classified by Forecasting Performance

Area Period Frequency Model

Successes
Edelstein (2007) us 1993-2004 Monthly Bagging, Bayesian, Shrinkage & Factor
Browne and Cronin (2009) us 1959-2008 Quarterly Vector ECM
Gospodinov and Ng (2010) G7 1983-2008 Monthly PC's of convenience yields
Mixed Results
Webb (1988) us 1954-1988 Monthly VAR
Moosa (1998) OECD aggregate 1972-1993 Monthly Causallity tests
Blomberg and Harris (1995) us 1970-1994 Monthly VAR
Cecchetti, Chu and Steindel (2000) US 1975-1998 Quarterly ADL
Stock and Watson (2003) G7 1959-1999 Quarterly ADL
Cecchetti and Moessner (2008) 19 countries 1992-2008 Monthly ADL
Acharya (2010) us 1957-2005 Annual VAR
Failures
Boughton and Branson (1988) G7 aggregate 1962-1987 Monthly Polynomial distributed lag
Eugeni and Kruger (1994) us 1970-1994 Monthly ADL
Garner (1995) us 1983-1994 Monthly ADL
Furlong and Ingenito (1996) us 1960-1995 Monthly VAR
Mahdavi and Zhou (1997) US 1958-1994 Quarterly ECM

We will now take a closer look at the researctetish Table 1. First we present which commodity
indexes have been used. The most common sourties cbmmodity prices have been the Commaodity
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Research Bureau (CRB), Journal of Commerce (JO€}taninternational Monetary Fund (IMF).
Blomberg and Harris (1995), Eugeni and Kruger (39&&rner (1995) and Webb (1988) used both the
CRB and JOC commodity indexes. In addition Achatyal. (2010), Browne and Cronin (2009),
Cecchetti and Moessner (2008), Furlong and Ingda86), Gospodinov and Ng (2010) used the
CRB index. The JOC data was used by Cecchetti €@0D0) and Mahdavi and Zhou (1997), while the
commodity prices collected by the IMF were usedBbyghton and Branson (1988), Edelstein (2007)
and Moosa (1998). The choice of commodity indexsdu& seem to affect the results too much; none
of the used commodity indexes has come out cleanberior to the others. This is not surprising sinc
in any case the correlations between single comtiesdire high. On the other hand it is possible to

improve forecasts by forming an index with custogdizveights as was done by Edelstein (2007).

Notably all of the successes are fairly recent:I&da (2007), Browne and Cronin (2009), and
Gospodinov and Ng (2010) who all achieved to dermatesthat commodities can still serve a useful
purpose in inflation within the right framework. \AMthseparates these from the earlier less successful
examples of research are the models used whiamare state-of-the-art than the linear ADL and VAR
(vector autoregression) models typical of the earksearch. A possible conclusion to be drawn from
this is that the most fertile paths for future miedmn inflation forecasting lie outside the linear

specifications of the ADL and VAR models.

The framework of this study is the more traditiolvaar ADL models. Therefore the results of these
recent successes are not directly comparablegsthdy. Still it is illuminating to briefly outlmtheir
achievements. Gospodinov and Ng (2010) used baptstference on the principal components of
commodity convenience yield€Edelstein (2007) used various techniques like $tcap aggregating

(or bagging), Bayesian model averaging, shrinkagienation and factor models. Unlike Gospodinov
and Ng (2010), Edelstein (2007) did not transfone ¢commodity prices in any fundamental way, and
solely formed customized indexes of them basedemtodels used. The valuable insight of Browne
and Cronin (2009) is that the bivariate relatiopsbfi commodity and consumer prices needs to be
augmented by the quantity of money. The introductiba monetary measure could plausibly resolve

one of the current dilemmas of frequent negativeetation for commodity and consumer prices.

% The convenience yield (CY) at tinevith delivery at time + n, and interest, is defined as:
CY,, = Soot, 1+i, ) — Future, |



For the rest of the research making up the MixesuRe and Failures the types of models used wére al
basic linear models. Within these two groups tisellte are fairly uniform, the difference betweea th
groups being that to qualify as a failure the cordityomodel needed to be forecast worse than the
comparable no-indicator model. For qualificatioraddixed Result the model had to outperform the
no-indicator model, but with an insignificant anéhor amount. The results of our investigation are

inline with this prior research, in that they qfyals a Mixed Result.

2.1 Cointegration

An essential question in the dynamics of the ildlaand commodity price relation is that of
cointegration. Both commodity prices and inflateme commonly considered to contain one unit root
and the question of cointegration is to determihetiver they share a common unit root. The past
literature has conflicting results on the mattdre Tonflicting results in themselves can be seen as
evidence against cointegration. The economistsalé&sidiscover cointegration, is primarily for the
coherence of economic theory, and the marginat&steimprovement from the error-correction term in

a cointegration based model has been found ingignif (Mahdavi and Zhou, 1997).

The question of cointegration is not examined sigaificant share of the commaodity-inflation
literature at all. These omissions are possibltmt as evidence for viewing cointegration unikas
well. Boughton and Branson (1988) examined thaiidhs of G7 countries and did not find evidence
for cointegration. Likewise Furlong and Ingenit®96), Moosa (1998), and Ciner (2011) who all
tested the US inflation did not find support foirtegration.

In the cases where evidence for cointegration kas ound, the type of cointegrating relation
identified has not always been the same. BlombedgHarris (1995) found cointegration between the
levels of monthly US inflation and commodity pric€onflictingly Mahdavi and Zhou (1997) found
cointegration between the levels of the consumdrcammodity price indexes over the period 1958 —
1994 at the quarterly frequency. However they ditlffimd cointegration between the price of gold and
the consumer price index in the period 1970 to 1884tsou and Labys (2006) found cointegration
between the monthly levels of consumer and commgqulite indexes. While they find the

cointegration linear, they state that the shortdapendency is nonlinear and chaotic.



Finally Browne and Cronin (2010) find cointegratsmthat both the consumer and commodity price
indexes are each in turn cointegrated both witput{GDP, and the M2 variable for nominal money.
Their framework is related on the “price puzzle'ddscussed by Hanson (2004) on how in a

counterintuitive fashion contractionary monetarjigoby the Federal Reserve has led to a riseen th

level of consumer prices.

The possible cointegration between the levels ohigh inflation and the commodity indexes will be
tested for in this thesis. Since we are investigpatnflation, the possible cointegration between th
levels of commodity and consumer prices is lefsml# the scope of our work. Likewise the further
permutations of possible cointegrating relationsvieen the prices and money or output will be left f
further research. Also it must be noted that ingasing the role of money for Finland is less taivi
than for the United States, because the regimegehfom the Bank of Finland to the European
Central Bank inconveniently bisects the historyvidtich the commodity indexes are available (from

the 90s onwards).

3 Commodity Indexes

The commodity indexes used here are the non-fuceinai fuel versions of the IMF commodity index
and three different versions of the Dow Jones-UB3JBS) commodity index, which are freely
available from the IMF and Dow Jones Indexes rasgeyg. The IMF index is of spot prices and the

Dow Jones indexes are formed from futures prices.

Besides the DJUBS, another widely followed commypfiitures index is the Goldman Sachs
Commodity Index (GSCIjAn important reason why these two are so folloigetthat numerous
exchange-traded funds (ETF) and other investmdriths are based on tracking them. They both
consist of futures contracts expiring in either onéwo months, their main difference being that th
GSCI has a much heavier weighting in energy andecail in particular. This is because the GSCl is
weighted by the world production quantities, while DJUBS weighting is capped so that no single
commodity may constitute over 15 % (or including groducts derived from it 25 %) of the index
(Dow Jones Indexes, 2010). Unlike for the DJUB®,@SECI historical data appears not to be freely

* http://www.goldmansachs.com/what-we-do/securipiesducts-and-business-groups/products/gsci/
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available, so it could not be included in this studowever since the IMF commaodity index is also

production weighted, it surrogates well for the GStlbeit with spot instead of futures prices.

There are numerous specifications for the DJUBSrngodity index, between total return and excess
return, currency specified in and type of contratsd. The indexes are composed of futures costract
and 3 Month US Treasury Bills (Dow Jones Index@4,03, the total return index is the return fronsthi
composite, including the returns from the rolliffdutures, interest derived and from the change in
interest rates (which is not much, when the dunaissshort), and the excess return is the totakmet
after the removal of the return effects from thieiiest rate. In this study only the excess retudexes
are considered, while the interest rate elememtded in the total return index could also plaus#id

in forecasting inflation, it would unnecessarilynéound the relationship between inflation and
commodity prices. For similar reasons the commaplityes are transformed to euros (or to Finnish
markka’s (FIM) prior to 1999). The US dollar / ewewchange (USD / EUR) rate could also serve some
role in improving the forecasts since declininglextge rates can be a signal of increasing inflation
(Cecchetti et al., 2000), so it is not a foregooeatusion which of the series, the one denominated

US dollars or the one in euros, forecasts better.

Of the excess return series for DJUBS the seriesazhare the “standard” series of DJUBS consisting
of futures expiring in the next one or two montihe DJUBSSP consisting of theoretical spot prices
and the DJUBS3M which is a version of the DJUBSwWiittures expiring in three months. Despite its
name the DJUBSSP is also derived from futures am@ctual spot prices. However the effects on
return from the rolling of futures contracts haweb cleaned away from it so that it more precisely
provides a general estimate of the trend in comtyquitices. The details on the formulation on the
Dow Jones indexes can be found in The Dow Jones-O@8modity Index Handbook (Dow Jones
Indexes, 2010).

The standard DJUBS index is available from Dow 3also in euro-denominated form, but the normal

USD denominated series were chosen for each tlemsews. This was both due to consistency, so that
all the commodity indexes are transformed withdame exchange rates, but also to allow the pre-euro
era (until the end of 1998) data to be transfortoe@flect the FIM / USD exchange rate.
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The International Monetary Funds (IMF) index isradquction weighted index of spot pricess in the
case with DJUBS numerous versions of the IMF inglexavailable, differing on which of the product
groups are included. The index chosen is the mguresive index with all commodities included.
There are two versions of this all commodity indee with energy excluded and another with energy

included. Both of these are used in this study.

Thus in total five different indexes, the DJUBSURS spot (DJUBSSP), the DJUBS three month
forward (DJUBS3M), the IMF all commodity includiregergy (IMF), and the IMF all commodities
excluding energy (IMF No Fuel = IMFNF) are chos€he composition of the indexes is presented in
Appendix 1. The indexes cover spot and futuresepias well as production weighted, and the more
evenly balanced DJUBS weighting, and an index vatlemergy. Nevertheless the correlations of the
indexes are high as can be seen from TaBIi &. possible that comparing the forecasting grenance
of the different indexes will shed some light onriish inflation dynamics, especially in regard to

comparing the IMF and IMFNF to see how much of t&ct is from energy prices.

Table 2
Commodity Index Correlations

DJUBS DJUBSSP DJUBS3M IMF IMFNF
DJUBS 1.000
DJUBSSP 0.950 1.000
DJUBS3M 0.960 0.996 1.000
IMF 0.951 0.986 0.985 1.000
IMENF 0.876 0.846 0.847 0.895 1.000
4 Data

The data for Finnish inflation was acquired fromatBtics Finland.The series chosen was the monthly
series for the annual rate of change in the conspnee index. The consumer price index is cal@adat
from 50,000 different prices on 486 consumer présiaod services collected from 2,700 shops, and
the prices are always collected in the middle efrtionth. In addition about a thousand prices are
collected in a centralized manner. The consumeepndex consists mainly of products and services

provided by the private and public sectors, anthfk@lue added tax and direct taxes levied on

® http://www.imf.org/external/np/res/commod/indexas
® Monthly series correlation of euro denominatealsvDJUBS series aggregated with monthly medians.
" http://stat.fi/til/khi/2013/12/khi_2013_12_2014-0% tie 001_fi.html
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commodities. The taxes represent roughly a quaftdre index.

Data for the IMF commodity indexes was collecteafrfrthe IMF and for the three different DJUBS
indexes from Dow Jones Indexes. The Dow Jonesssaréof daily frequency and available beginning
from January 1992. The IMF series are monthly &MENF is available from January 1991 and the
regular IMF index from January 1992. For overalhgistency the same sample period is used for all
the models, so the first available year for IMFdmot used and all commodity series used begin
January 1992.

Since all of the indexes are denominated in USadelihey ought to be converted to euros. As staged
Boughton and Branson (1988): “In order to isolaie éffects of commodity price movements on
inflation from those of exchange rates, it is dasle ... that commodity and consumer prices be
denominated in the same currency.” For dates tipe@nd of 1998 the indexes are converted to euros
through the Finnish mark and the irrevocable exgbhaate of one mark equaling 5.94573 euros. The
exchange rate data for FIM / USD (up to Decemb@&8) % from the Bank of Finland (BOF) and the
EUR / USD rates are from the European Central R&dB).

For the IMF series the conversion to euros isgiitéorward. Since they are monthly series, the most
sensible way to convert them should also involvaeetype of monthly frequency exchange rates.
Therefore they were converted with monthly averagshange rates. Starting from January 1999
monthly average exchange rates are directly avaifabm ECB. For earlier dates the average monthly

exchange rates were computed from the daily FINEDWxchange rates.

4.1 Transforming from Daily to Monthly Frequency

The Dow Jones series are of daily frequency, sp lilaee to be changed into monthly frequency. A
common way to summarize the info is to simply uselast value from each month. Since daily futures
price series are typically very noisy, Armesto &@al/in (2005) suggest reducing some of this noise by
using the monthly means or medians is advisabléofecasting purposes.

First the daily Dow Jones series were convertezlitos by using the daily exchange rates from ECB

and BOF. Since the DJUBS has a value only for aleAican business days, and the exchange rates
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from ECB and BOF have values only for European (@ndish) business days, this causes that some
of the dates cannot be joined. As there are ofdyveof such dates in a year, omitting these dabes d
not make too much of a difference. Especially stheedaily series are aggregated into monthly \&lue
a missing day in some months presents no meanilggsilof information. As an example for the year
2013 the exchange rate was available for 255 dagd)JUBS for 241, and these coincided for 239
dates. Thus only 2 date’s worth of the DJUBS ineleded up discarded for 2013 and the situation has
to be similar for the other years as well.

These euro-dominated series are then summarizednithly series by either taking the last value of
the month or by monthly means and medians. TheatNitdes, or standard deviations, during the ywear
1992-2007 are reported in Table 3.

Table 3
Monthly Volatilities (And Reduction Compared to Last Day Value)
DJUBS DJUBSSP DJUBS3M
Last day 46.57 97.33 95.32
Mean 45,52 (2.31 %) 94.92 (2.54 %) 93.03 (2.31 %)
Median 45.31 (2.79 %) 94.72 (2.75 %) 92.67 (2.86 %)

The least volatile were the median series. Thamddrd deviations were nearly 3 % less than in the
last value of the month series. Also the volatitifythe median series was nearly half a percerltsge
than for the mean series. Thus the median series etsen for the models. While choosing the
median series over the last value of the month vessome of the noise, typical of all financial
markets, obviously the downside is discarding tlestmecent observations. This trade-off between
reducing noise and foregoing the most recent vedunmot be avoided. In this caiee most recent
month was never found significant in explainindatibn, so sacrificing the most recent day of

observation seems justifiable with hindsight.

4.2 Testing for Sationarity

Before any modeling can be done, the first step determine the order of integration and to chiéek

stationarity of the time series. Among the readonshis is avoiding incorrectly specified modelsh
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as spurious regressions, and determining whetleatdta should be transformed by differencing. There
are two levels of stationarity, of which the mooeronon is weak stationarity which demands that the
mean and variance of the series are finite andtanhand that all the autocovariances are indepg#nde
of time. The more stringent definition is stricatgbnarity which requires that all the momentshaf t
series, and not only the first and second (mearvaridnce), are unaffected by time (Verbeek, 2004).
Causes of nonstationarity include unit-roots andcstiral breaks such as regime changes. The
investigation here is concerned only with weakistetrity, and further mentions of stationarity ajsa
refer to weak stationarity.

Figure 2
Commodity Indexes 1992 - 2013 (USD)
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Most statistical models cannot be correctly esteddtom nonstationary data. Thus before any
modeling it is required that the order of integratii.e. the existence of one or more unit roats, i
investigated, and if needed the data is transforiméiae way needed to make it stationary. The most
widely used test for stationarity is the Dickey{Eukest and its augmented forms. Other commos test
of stationarity include the Phillips-Perron (PRtterhich is a derivative of the augmented Dickey-
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Fuller (ADF) test, and the Kwiatkowski—Phillips—3eitt—Shin (KPSS) test where the null hypothesis
is stationarity, while in the Dickey-Fuller, and B3ts the null is nonstationarity.

To determine the order of integration or statidiyaof the inflation and commodities augmented
Dickey-Fuller tests with 1, 2, 3, 6 and 12 lagshart and long version of the Phillips-Perron test]
short and long versions of the KPSS test were padd. The test results are listed in Table 4. The
expected result is for all the series to be intesgt®f the first order: I(1); in other words to leaane
unit root. For the commodities the test resultscargclusive and consistent; they all point towdhds
commodities being nonstationary. In the case daiinin the ADF and PP tests reject stationarity, bu

the KPSS test rejects nonstationarity. To resdieentatter inflation will be tested more extensively

Table 4
Stationarity Tests on Levels
ADF1 ADF2 ADF3 ADF6 ADF12 PPS PPL KPSSS KPSSL

Inflation 055 053 033 046 041 049 043 0.1 0.1
DJUBS 097 099 099 097 095 098 097 0.01 0.01
DJUBSSP 099 099 099 099 099 099 099 0.01 0.01
DJUBS3M 099 099 099 099 099 099 099 o0.01 0.01
IMF 099 099 099 099 099 099 099 0.01 0.01
IMFNF 099 099 099 099 099 0.99 099 0.01 0.04

For ADF and PP tests 0.99 implies p-value greater than 0.99
For KPSS test 0.1 implies p-value greater than 0.1 and 0.01 less than 0.01
S and L refer to short and long specification in PP and KPSS tests

Since performing the ADF, PP and KPSS tests omftagion from 1992-2007 did not find a
conclusive agreement on stationarity the testirgprginued by increasing the sample to cover the
entire available history of inflation from StatetiFinland, which is from January 1980 to March4£01
411 months in total. KPSS tests are repeated ohishary of inflation from 1980 to 2014, and noveth
p-values are less than 0.01 on both the long aod shecifications of the test. Thus the statidgaof

inflation can be conclusively rejected.

Since the R-squared of a unit-root nonstationamgseonverges to 1 as the sample grows to infinity
(Tsay, 2005), we can use this knowledge to erdsioabt that inflation has a unit root. We estimate
AR(1) models on the inflation series, and compheedstimation results to AR(1) models of

nonstationary random walks. The random walks aneilsited from cumulative sums of normally
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distributed random valuésThe results are listed in Table 5 and in both sathe entire inflation
history of 411 months and the in-sample estimati®? month period, inflation appears similarly unit-
root nonstationary as the simulated random waliesefhe R-squared values of the inflation AR(1)

models clearly converge to 1 proving nonstatiogarit

Table5
AR(1) Model Without Constant
Estimate Std. Error Tvalue R-squared N
Inflation 1980-2014:3 0.993 0.004 251.1 0.994 410
Random Walk N=411 0.989 0.007 132.9 0.977 410
Inflation 1992-2007 0.985 0.012 82.3 0.973 191
Random Walk N=192 0.984 0.014 72.9 0.966 191

Having established that the commodities and irdlatire nonstationary, the next step is to determine
their order of integration by repeating the sansgésten the first differences. For the commodities t
series are log-differenced, and inflation is diieced directly. The test results are shown in Téble
From the test results can be concluded with redatonfidence that all of the series are integrated
the first order, 1(1). For inflation and DJUBS aflthe tests are consistent in their finding tiet t
differenced series are stationary. The case foreghmining four commodity indexes is not in total
agreement: the PP tests and the ADF tests witgdaless indicate stationarity, while the KPSSste
and the ADF test with 12 lags indicate nonstatityar

8 R code for random walk series reproduction:
set.seed(15); randomWalk411 = cumsum(rnorm(41&j)seed(13); randomWalk192 = cumsum(rnorm(192))
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Table 6
Stationarity Tests on Differences

ADF1 ADF2 ADF3 ADF6 ADF12 PPS PPL KPSSS KPSSL
Alnflation 0.01 0.01 0.01 0.01 0.01 0.01 o0.01 0.1 0.1
ALOG DJUBS 0.01 0.01 0.01 0.01 0.23 0.01 0.01 0.08 0.1
ALOG DJUBSSP | 0.01 0.01 0.01 0.01 0.2 0.01 0.01 0.01 0.03
ALOG DJUBS3M | 0.01 0.01 0.01 0.01 0.25 0.01 o0.01 0.01 0.02
ALOG IMF 0.01 0.01 0.01 0.01 0.08 0.01 o0.01 0.02 0.03
ALOG IMFNF 0.01 0.01 0.01 0.01 0.16 0.01 0.01 0.03 0.06

For ADF and PP tests 0.99 implies p-value greater than 0.99

For KPSS test 0.1 implies p-value greater than 0.1 and 0.01 less than 0.01

S and L refer to short and long specification in PP and KPSS tests

The identification of all the series as I(1) is shn, despite slight disagreement remaining ingbe t
results. First of all it would be difficult to aqaiethat the rates of changes were not stationargirig of
the series. A nonstationary rate of change wouldymwildly erratic behavior both for inflation artde
commodity prices. Secondly all the commodities niaste the same order of integration; both their
correlations in levels and rates of change (lofgéhces) are so high, that the same order of
integration really has to hold. The tests were =test that DJUBS is I(1), but the same index
consisting of spot-like prices, DJUBSSP, had mite=tl results. However since the only significant
difference between the DJUBS and DJUBSSP is thatrreffects from future rollovers have been
removed from the latter, it is difficult to see hdive spot series could have a higher order of

integration.

To provide further illumination the first to tweiftautocorrelations of the differenced series ané el
in Figure 3. From it can be seen that the diffeegingeries of inflation still has significant
autocorrelation at the 12th lag, but the autocati@hs of the commodities exhibit no signs supparti

nonstationarity.
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Figure 3
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With all the series designated as 1(1) what remainesting for cointegration, or expressed diffitie
whether the commodities and inflation share a commut root. The rate of inflation and the level of
commodity prices have in some studies been foutndte a cointegrating relationship (example given
Blomberg and Harris, 1995). Since all the commoutitdexes and inflation were found 1(1), we test for
cointegration between inflation and all of the fa@mmodity indexes with the Engle-Granger 2-step
method. The tests are simply on the residuals mediby OLS regressions of inflation on the différen
commodities. To be thorough four different cointggrg relations are tested: the level of inflatieith

the level of commodities, the level of commoditie$ogs, the rate of change of commodities and

finally the annual rate of change of commodities.

Each of the four tests produces five sets of redgjuvhich are depicted in Figure 4. A look at the
residuals confirms that all of them are nonstatigriBhe same conclusion is further confirmed by ADF
tests. In addition a cointegrating relationship ldaesult in high R-squared figures for the regia@ss,
but in fact the statistical significance of the coodity coefficients was rather low (with R-squaged’

no greater than 0.05). It seems quite clear trettht-root of inflation is unrelated to the comriaas,
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and that a linear combination of inflation and coadlities producing stationary residuals does not
exist. A cointegrating relationship between theels\of inflation and commodities can thus be

conclusively ruled out.

Figure4

Residuals: Inflation ~ Commodity Prices Residuals: Inflation ~Log Commodity Prices

T
1995 2000 2005 1995 2000 2005

5 Modds

Forecasts are made at four horizons: 1 month, 3mpf months and 1 year forward. The models
specified are ADL models with the five differentlexes, an AR model, a MA model and a model of
the type specified by Atkeson and Ohanian. The Abd AR models are fitted by ordinary least
squares which is a consistent estimator for ADL el®@Verbeek, 2004). The MA model is fitted by
conditional least squares, and the AO model isgusimple moving average so it does not require

"fitting” as such.

The models are first fitted by minimizing the Akaiknformation Criterion (AIC), after which the

autocorrelation of the residuals is looked at ashditeonal lags are added if warranted. BesideAilie
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there are other commonly used criterions usedittomg models. A similar alternative of the AlCtise
Schwarz-Rissanen Information criterion or the Bame#formation Criterion (BIC), which leads to
similar but more parsimonious results. The AIC &bd differ® in that the BIC penalizes more heavily

for extra parameters.

While an extensive agreement on which is bettesa’beeem to have been reached, there is some
evidence that with inflation lag selection with AtDtperforms BIC in out-of-sample forecasting
performance due to inflation having a large mowangrage component (Edelstein, 2007). Generally in
inflation literature use of AIC seems more commuant BIC. The advantage that BIC has is that its
asymptotic probability for overestimating the tsiee of the model is zero, while for AIC this
probability is positive (Webb, 1988). With the teadff of possible model overestimation vs.
forecasting performance, the latter was deemed myoertant, resulting in the AIC being selected. An
additional advantage for the AIC is that in somsesaof the ADL models the significance of
commodity coefficients was rather weak, and pogsli¢ BIC would have suggested removing them
altogether, obviously complicating the model speatfon procedure.

For the models fitted by OLS another possibilityubbe fitting them according to the Adjusted R-
squared, but this is an uncommon approach in agenes setting, and would result very likely to an
overestimated model. Likewise it is possible if podctical to fit the univariate models directlypifin

an examination of the autocorrelations and paatiébcorrelations, but this offers no obvious
advantage over using the AIC. The statistical $icgce of the coefficients also needs some atienti
paid, but they primarily served as a tool for pnghthe model specification. Since the aim is tafit
model which explains the change of inflation aslaslpossible the individual p-values of the
coefficients are not so important. If the modelcsfied by AIC had some coefficients with e.g. a p-
value of 0.12 it would not be seen as an issue thaugh the normal 0.05 significance level would no

be achieved.

The AR, ADL and MA models were fitted with a condtaven though the estimated values for the

constants typically were very close to zero. A pcat consideration for the inclusion of a constant

9 18, 2K 13, K
Formulas from Verbeek (ZOG%ICzlogNE € +W , BICzlogNE € +N|OgN
i=1 i=1

19 sSince 2 will always be greater than the logaritifrthe number of observations whenever there are than at least 8 of
them. 2 < log N when N is greater than exp(2).
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that its inclusion allows the calculation of longirmeans from the models. Without a constant thg lo
run mean is forced to zero, which is equivalerthlevel of inflation remaining the same, whiclars

unnecessary constraint.

The AR and ADL models were fitted directly, meanggparate models were fitted for all the forecast
horizons, with all the previous values known attihee. Thus the 1-month forecast was modeled with
lagged values from the previous month backwardasthitee month forecast with values from the 3
previous months backwards and analogously foritheenths and 1 year case. In contrast the MA
model is fitted only once (for the next month), atithe longer forecasts are estimated by itegatin

this model recursively.

Marcellino et al. (2005) have found that recursgémation can outperform direct estimation in
forecasting performance. Using a VAR model it wolddpossible to estimate the commodity models
also recursively, however unlike the change inaitndin which has high autocorrelations as well as
seasonality and is thus somewhat forecastableethens of commodity indexes behave more like
random walks and are not forecastable in any usefide. If they were since the DJUBS is the bdsis o
numerous investment vehicles such as exchangedtfadds (ETF’s), the situation would violate the
efficient market hypothesis, and be rather curicdiso if it was plausible that the Granger caugali
between Finnish inflation and commodity prices Wwadirectional, the case for VAR modeling would
be more justifiable. But the likelihood of Finnistilation influencing world commodity prices is

slight, since even US inflation has been founddbhave causality on commodities (Acharya et al.,
2010). A possibility would be following the exaraplof Furlong and Ingenito (1996) and Cecchetti et
al. (2000) and using the true ex-post values ottdramodity indexes as “forecasts”, but this

assumption is uncomfortable due to it being in riet opposition of reality.
Thus due to the one-sided directionality and thiicdity of forecasting commodity prices, which

would not allow for any useful recursive estimatigdghe VAR framework is not chosen, and the single

equation ADL models are used.

5.1 Modd Equations

The MA model specifiedAr, = u + ¢, + a6, + a8, 4, + 38, 1, Was found to have moving average
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lags at 8, 10 and 12. Since the MA model will leeated for the 3 and 6 months and 1 year foredasts
is convenient that the lags specified; 8, 10 andat large. Since all the lags are larger thand36a

the three and six month iterations will be withie imodels scope and be estimated from actual errors
(instead of estimated zero errors). Thus only tlyedr horizon forecasts will include iterated zero

errors. Any forecast for a horizon beyond 1 yeainsply the series mean.

Besides the MA model an ARMA model was also estaiabut the AIC lag selection led to a model
which was nearly identical to the AR model, andvitrich the improvement of AIC was entirely
marginal at only 0.2 % less than the AR models. dilg difference between the AIC specified AR and
ARMA models was that the formers AR lag at 8 besmgiched to a MA lag. Since the improvement in
fit was so slight, and its similarity to the AR nego high, we felt that the ARMA model was not
interesting enough for further discussion. In theaf-sample forecasts the ARMA model was worse
than both the AR and MA models.

11
The AO model:z,,; =1—1227Z't_i +¢&,,; Is simply an arithmetic average of the 12 mostmeogonths,
i=0

and wherg stands for the forecast horizon in months. Forfdinecasts on longer horizons the moving
average window of the twelve observations is mdsackwards the corresponding amount, e.g. for the
3-month forecast the average is counted from thé Biost recent months. Following the original
model of Atkeson and Ohanian (2001), the inflaimmodeled at levels. The original AO model
models the level of quarterly inflation, and hdre 1 year forecast model is analogous to the @igin
AO model (with the exception of averaging the [E&tmonths instead of the last 4 quarters). The
models for the 1, 3 and 6 month horizons are adapesions of the 1 year model, in that 12 month
window for the averaged inflations is moved forwtrd corresponding amount. As noted by Stock and
Watson (2006) there is some ambiguity on the cofogmulation of the AO model for forecast

horizons other than a year, so others interpretatid the AO model are also possible.

The equations for the AR models are listed in Tahlend the equations for the ADL models are listed
in Table 8. Table 8 lists the equations for the B3Undex, but the models for the other commodity
indexes are equivalent. The fitted AR and ADL mddgk are listed in Table 9. The AR lags specified
for the 1 and 3 month models were the same: 3aBd812. Somewhat surprisingly the most recent 1
and 2 month AR lags were not explanatory enougheot inclusion. The AR lags chosen for the 6
month forecast were 8, 11, and 12, and for the @@timforecast only the 12thg was specified.
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Worthy of noting is that the 6 month model includes 11th lag, which was not included in the 1 and
month models. Also the AR lags are the same fahalAR and ADL models, with the sole exception
being the IMF 6 month model were the 11th AR lag wanitted.

Table7

AR Models

1 month: A, =C+ O A, ; +O,Am, o +O,Am, o +0,A7, 1, + €,
3 months: A, =C+O AT, 3+ O,A7, o +O,A7, g +O,A7, |, + &,

6 months: Am, =C+O A7, ¢ +O,Am, |, +O;A7, 1, + &,

1year: A, =C+OAm,_, + &,
Table 8
ADL Models (DJUBS as an example)
1 month: Am, =C+OAr, +O0,Am, o+ O;Am, ¢ +0,AT,
' +¢,AlogDJUBS , + ¢,AlogDJUBS ; + ¢,AlogDJUBS ; + ¢,AlogDJUBS _, + &,

3 months: Am, =C+ O Ar, ,+O0,Am, o +O;Am, ¢ +0,AT,

+¢,AlogDJUBS ; + ¢,Alog DJUBS _; + ¢,AlogDJUBS ;; + &,
6 months A, =C+ O A, g +O,Am, , +OAm,

+¢,AlogDJUBS , +¢,AlogDJUBS,_;; + ¢,
1 year: Am, =C+06Ax, ,, +$,AlogDIUBS_,; + ¢,AlogDJUBS ,, + ¢,

The commodity lags chosen for the ADL models vagendsiderably. The lags at 3, 7 and 13 were
common and present in most of the models if applecal he rest of the lags varied quite a bit. Again
curiously the most recent 1 month lag was not ietlin any of the 1 month models. While it could be
easily believed otherwise, the commodities havemuediate effect on Finnish inflation. It appears
that not even energy prices, the increases of wdnieltommonly believed to be passed on swiftly to
the prices of fuels, do not have an immediate effead=innish inflation. The nearest commodity lags
included are the 2nd in the DJUBS and DJUBSSP rso@elriously while the 1st lag is never included
the 13th one is often selected. Since the model§itsed in such a way that only the most recent 12
lags are considered, it is not investigated whetherot the 13th lag would be selected into the 1-
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month forecast as well.

Table9

1 month

3 months

6 months

1 year

5.2 Summary Satistics

The model residuals were tested for autocorrelatieteroscedasticity and normality. The results are
listed in Table 10. Residual autocorrelation wasee with Ljung-Box tests run with 12 lags whick di
not find remaining autocorrelation in any of thedats. Likewise the Breusch-Pagan tests did not
locate heteroscedasticity, indicating that thedimermulation of the ADL models was correct. Idgal
the residuals should follow a normal distributiorthaa constant variance. To evaluate normality the
Shapiro-Wilk and Jarque-Bera tests were both dontae® residuals. The results were mixed since the

AR and ADL Model Lags

Lags:

AR
DJUBS
DJUBSSP
DJUBS3M
IMF
IMFNF

AR
DJUBS
DJUBSSP
DJUBS3M
IMF
IMENF

AR
DJUBS
DJUBSSP
DJUBS3M
IMF
IMENF

AR
DJUBS
DJUBSSP
DJUBS3M
IMF
IMFNF

Inflation

35812
35812
35812
35812
35812
35812

35812
35812
35812
35812
35812
35812

81112
81112
81112
81112
812

81112

12
12
12
12
12
12

Commodity

2357
2357
357
35711
357

3713
357
34913
371113
357

713
13
713
1113

1321
13

13
131821
21
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Shapiro-Wilk tests did not reject normality in amiythe cases, while the Jarque-Bera tests had gmall
values which are significant at the traditionaldeef significance 0.05. The conclusion to be drasvn
that while the mean and variance of the residusglisfees normality as tested by Shapiro-Wilk tése,
higher moments, skewness and kurtosis, examinglebyarque-Bera test do not. As judged by the
Jarque-Bera test the 3-month forecast models arbdst behaved, and as the forecast horizon

increases, the normality of the residuals detetiesta

Table 10
Model Fit Diagnostics

Adjusted R? Ljung-Box (12) Breusch-Pagan Shapiro-Wilk Jarque-Bera N
1 month
AR 0.233 0.240 0.669 0.342 0.038 179
DJUBS 0.287 0.382 0.266 0.432 0.086 179
DJUBSSP 0.290 0.444 0.210 0.321 0.052 179
DJUBS3M 0.270 0.398 0.363 0.452 0.087 179
IMF 0.280 0.322 0.050 0.340 0.070 179
IMFNF 0.254 0.245 0.265 0.284 0.044 179
3 months
AR 0.233 0.236 0.681 0.374 0.047 177
DJUBS 0.286 0.273 0.596 0.424 0.074 177
DJUBSSP 0.288 0.459 0.225 0.482 0.117 177
DJUBS3M 0.259 0.195 0.717 0.400 0.191 177
IMF 0.288 0.275 0.091 0.097 0.014 177
IMFNF 0.253 0.241 0.292 0.355 0.060 177
6 months
AR 0.203 0.336 0.705 0.273 0.024 174
DJUBS 0.223 0.264 0.878 0.103 0.002 174
DJUBSSP 0.207 0.273 0.883 0.164 0.007 174
DJUBS3M 0.224 0.246 0.872 0.109 0.003 174
IMF 0.238 0.277 0.182 0.046 0.000 174
IMFNF 0.205 0.313 0.193 0.406 0.041 174
1 year
AR 0.178 0.452 0.267 0.175 0.035 168
DJUBS 0.201 0.538 0.728 0.281 0.042 168
DJUBSSP 0.189 0.453 0.612 0.147 0.009 168
DJUBS3M 0.195 0.411 0.492 0.125 0.009 168
IMF 0.208 0.427 0.914 0.261 0.015 168
IMFNF 0.199 0.516 0.936 0.637 0.269 168

While there is no easily available remedy for tbe-imormal skewness and/or kurtosis of the residuals
it is important to acknowledge this finding to linthhe confidence in forecasts drawn form the madels
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The MA models residuals were also tested. The Ljdag p-value was 0.686, but both the Shapiro-
Wilk (p-value 0.001) and Jarque-Bera (p-value 00X) tests rejected normality for the residual$wit
highly significant p-values.

To check for unexplained seasonality or shiftingaiyics the residuals were examined further. Since
there are so many models only the residuals of th@ypest 1-month forecast model, as judged by
Adjusted R-squared (which is DJUBBSP) and the MAleipare checked. In addition to the residuals
also their squares are examined. The squared edsidie centralized around zero by subtracting thei
mean from them. For both sets of residuals, froelDBUBSSP and MA models, four OLS models are
then fitted. Models with dummy variables either feonths or years are fitted on both the residuads a
their squares. All of the models are fitted withawutonstant since the mean of both kinds of residua

series is zero by definition.

An analysis of variance (ANOVA) was then done fibtlze eight models. In none of the cases was the
p-value for the F-statistic significant. Howeverilgithe ANOVA's did not find evidence for the
residuals being different by month or year, somthefcoefficients in the OLS models were significan
or nearly so. In the models with the dummies fargethe squared residuals of the year 1993 were
larger than average with a p-value smaller thath @0both the MA and DJUBSSP models. This
implies that the models perform worse for the V383 than in the other years from 1992 to 2008 and

most likely some exogenous shock was behind this.

The month of January exhibits some deviating bedraas well. For the MA model January’s
coefficients in both the residual and squared tedichodels are significant at a p-value smallentha
0.01. Fortunately the DJUBSSP performs better thighp-values for January being 0.12 in the residual
model and 0.09 in the squared residual model. Jgnsighe unique special case, since in none of the
models were the coefficients for the other montreneclose to significant. Several plausible
explanations could explain the different behawodanuary, perhaps Christmas or the large scate pos
Christmas sales in January. While including a dumranjable for January in the inflation models could
well improve their fit, this approach will not bakien here since it hard to justify why the abnormal
effect from January should be constant. Also tmeidey effect was only really a problem for the MA
model, and not significantly so for the DJUBSSP giod
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5.3 A Look at the Coefficients

The sum of autoregressive coefficients is a commeasurement for inflation persistence (Cecchetti
and Moessner, 2008). With the ADL models here bioghinflation persistence and the influence from
the changes in the past commodity prices are exgldrhe primary point of interest here are the {ong
run multipliers of the commaodities, but to startnd check whether the sums of the coefficientgHer

lags of inflation are of similar magnitudes.

The sums of the AR and ADL models inflation lag (Ad®efficients are depicted in Figure 5. What is
noticeable is that the sums of the inflation cagdints at the different forecast horizons are simii
scale, whether or not the AR model is augmentel eammodities. From this can be cautiously
inferred that the information the commodities briegot already contained in past inflation. If the
information from past inflation and the commoditveas mostly the same, the models would have

experienced multicollinearity likely leading to neovariance in the AR coefficients.

Figure5
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The inflation coefficient sums at one, three amxdnsonths are of similar size, while considerabbsle

at 12 months. This difference is due to the one geadels only lag of inflation being the 12th I1ddne
12thlag is more a seasonal element than a purer expnesscausality from past inflation. While there
can be true seasonality in prices, at least phrtiails seasonality arises from the definition miiation
since inflation is the change in consumer pricemfa year ago. Thus controlling for seasonality by
excluding the 12th lag from the sum, the sums & and 6 months should be around 0.2. For the AR
model these sums were 0.194, 0.200 and 0.218édl,tB and 6 month models. Notably the sign of the
sum of coefficients changes, and is positive, wihenl2th lag is excluded. The positive coefficisnt

as expected since the changes in inflation shoditg positive autocorrelation, since it can have
temporary (but long) trends of either decreasinmoreasing.

We now proceed to the long-run multipliers of tleenenodities which hopefully provide some insight
on inflation dynamics. The long-run multiplier isnply defined as the sum of the commodity
coefficients divided by (1 — the sum of the inftaticoefficients). To see why this holds the ADL

equationAr, = C+Z¢9iA72't_i +Z¢jAIogXt_1+at is arranged into its long-run mean form:

Ax ¢ 29 AlogX .

T1-506, 1-30

The derivation is detailed in Appendix 2. From lbyeg run mean equation can be seen that the long

run change in inflation consists of two parts, fin& one is simply the long run mean of an AR mpde
and the second is the long-run multiplier of thenomodities rate of change.

If modeled from the levels of inflation and comntydirices the interpretation of the multiplier wdul
be straightforward, simply expressing the permangation between those levels. Since we are
modeling rates of change instead of levels thepnétation is different. The long-run mean of
inflation’s rate of change has to be zero; otheavifiee result would be an explosion in the level of
inflation. Thus here, despite its name, the effetthie long-run multiplier are transitory and not
permanent. Even though the effect here is onlysttary, we choose to retain the “long-run multiglie
designation, since as is seen from Appendix 2 énvaltion of the multiplier is dependant on adogtin

the long-run view.

Since here the multipliers are of transitory antipgrmanent effects, they can differ at different
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forecast horizons. Following the “Tortoise and Hadheory of Blomberg and Harris (1995), we expect
the multipliers to be positive at shorter horizoasd reverse to negative at some longer horizoas Th
both the signs as well as the magnitudes of theiphiats are interesting. Also the horizon at whible
multipliers sign turns negative is interesting. ¥&imate models only at four horizons, but a coteple
picture of the multipliers at different horizonsub® be obtained by estimating more models (e.g.

twelve for every horizon from 1 to 12 months).

Both cases, negative and positive multipliers fes@nomically feasible explanations. The more
straightforward case of positive multipliers imglinat there is a direct relationship between abesr
of change of commodity prices and inflation, sushaaise in the price of oil, leading to highercps
for products like gasoline, and more expensive rfeaturing and transportation. The direct effect is
the second of the theories outlined by BlombergHadis (1995). A notorious example of this direct
effect was the stagflation era of the 1970s whehenindustrial countries an oil supply shock reesil

in an increase in the price of gasoline, and deerything else more expensive as well.

This effect could have either an instant or delagf#elct or a first or second round effect as they a
often called. For example adjustments to the prfagasoline should be rapid, while the effects from
manufacturing becoming more expensive should bemelayed. Also the third theory by Blomberg
and Harris (1995) of investors using commoditiearm#flation hedge is based on the correlation

between commodities and inflation being positive.

Negative multipliers should arise mainly from th&ér phase of the Tortoise and Hare dynamic, where
the initial over-adjustment reverses. Importantetmember is that the relation between commodities
and inflation can also be confounded by exchantgs r@nd monetary policy (Blomberg and Harris,
1995). Thus negative multipliers could possibls@also from central bank policy, if the centrattba
overreacts to inflationary pressures from commesjtand ends up more than neutralizing them,
reversing the tide of inflation. But a negative tiplier has to be transitory; consumer and comnyodit

prices cannot be moving in opposite directionsafoy extended period.

The sums of the coefficient long-run multiplierg éisted in Table 11 and plotted in Figure 6. The
inferences that can be made are limited. NotaldyMiNF which does not contain energy prices

1 http://www.investopedia.com/articles/economicsl@F0-stagflation.asp
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varies less at different horizons. At horizons frone to six months, the multipliers are essentidléy
same with each approximately 0.6. If one wisheithterpret this as a permanent long-run multiplier,
would mean that a permanent monthly growth ratenef percent of IMFNF results in monthly
increases of inflation by 0.006, or 0.072 annudlen as a permanent long-run relation the

multiplier’s scale is within the realm of what cdule possible.

Table 11
Long-run Multipliers

1 month 3 months 6 months 1year
DJUBS -0.26 -0.93 0.08 -1.18
DJUBSSP -0.13 0.11 -0.53 -0.62
DJUBS3M 0.34 -1.11 0.16 -0.79
IMF 1.22 0.11 0.17 -0.76
IMENF 0.66 0.60 0.59 -0.90

There is quite a bit of variation between the nplitrs. However they all are consistent in thahat

one year horizon the multipliers are all negat®bviously there is no guarantee for all of them not
being consistently wrong on this. Since in eversesat 1, 3, and 6 months models two fifths of the
multipliers are negative and the other three pasiit does not seem likely that a reliable and wel
defined causality exists. Evaluated from the vamtagint of the Tortoise and Hare dynamic, the Dow
Jones models do not behave as expected, whildReahd the IMFNF have the correct signs to fit the
narrative. Obviously the credibility of the multigd and the forecasting accuracy are related, o th
credible interpretations from the multipliers aomtingent on the ADL models outperforming their

benchmarks decisively.

30



Figure 6

Commodity Long-run Multipliers
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6 Results

The case for commodities serving a useful rol@medasting inflation does not look impressive. The
root mean squared forecast errors (RMSFE) arallist&able 12, and more often than not the ADL
model with the commodities are outperformed bylteechmark AR model. None of the commodities
is able to improve the one year forecast, but mescases at the shorter horizons, most notably the
energy-less IMFNF, they have a RMSFE less thatémehmarks. The significance of these
improvements on a pure autoregressive model wilixamined further on in this chapter.
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Table 12

Root Mean Squared Forecast Errors

1 month 3 months 6 months 1year

MA 0.335 0.338 0.342 0.337
AR 0.355 0.355 0.359 0.360
DJUBS 0.367 0.367 0.355 0.368

DJUBSSP 0.366 0.364 0.359 0.364
DJUBS3M 0.358 0.357 0.355 0.364

IMF 0.349 0.349 0.360 0.373
IMENF 0.347 0.348 0.355 0.369
AO 1.367 1.682 2.059 2.475

Something else notable is that the performancheAD model is nothing short of disastrous. During
the period from 2008 to 2013 the standard devidtothe monthly change in inflation was 0.4, but
even at the nearest forecast horizon of one mbetiRMSFE of the AO model is nearly three times as
much. The AO models forecast error increases fueabhehe forecast horizon becomes, reaching an
incredible RMSFE of 2.5 % for the one year foregaghere is a quite simple explanation for the
models performance. Unlike the rest of the modbbs AO model is on the level, and not the rate of
change, of inflation. Thus its results with theetimodels are not strictly comparable. The AO model
only functions well in periods where the inflatiiactuates around some stable mean, and this Has no

been the case from 2008 onwards.

Another observation to be made is the MA model ™®rably outperforming the AR model. Their
performance is directly comparable only in the oranth forecast, since at longer horizons the MA
model is iterated, while the AR models are estimhaieectly without iteration. This is not surprigin
since typically in the recent inflation literatu#A models have been found to provide better out-of-
sample forecasts than AR models (Stock and Wa06). Additionally iterated forecasts have been

found to forecast better than directly estimatedsofMarcellino et al., 2005).

Interestingly the AIC for the AR model was smallean for the MA model. It is not certain what
conclusion should be drawn from this, perhaps wihdeAR models fit is better (and thus the AIC
smaller), it is a result of overfitting and caphginoise as well, more so than in the MA model.
Alternatively it could be that the inflation geneng process experienced a structural change dthiag
forecasting period, and the MA models were leseesbly affected by the change. Figure 7 depicts the
sums of the coefficients from the AR and MA modalsg it shows that these sums changed
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considerably during 2008 for both models. The MAfticient sum later rebounds to a similar level
with its initial January 2008 value. However the Aéefficient sum drops permanently and beginning

in 2011 stabilizes to a much lower value than wiigbegan.

Figure7
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Returning back to this studies central questiocoohparing the ADL models to their AR model
benchmarks, the RMSFE'’s of the models were predantéable 12. To illuminate the forecasts utility
Table 13 presents the percentage of months whene#pective commodity-models outperformed the
AR model. As can be seen from Table 13 none oAbk models was consistently at every horizon
more often than not closer to the true value thaR model. In a result consistent with their
RMSFE's the IMFNF models were closer to the truee®6 % of the time at the 1 and 3 month
horizons, but at the 6 month horizon despite theSIRM of IMFNF being smaller than the benchmark
the AR model is more often closer to the true vaNmtably while none of the commodity models had
a smaller RMSFE than the benchmark at the oneh@&on, two of the DJUBS models, DJUBSSP
and DJUBS3M, performed well here, with the DJUBSIB&hg closer 59 % of the time. Of all the
models the one with the highest proportion of mgpiis benchmark was the DJUBS3M at 1 year. Even
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then the result could well be a result of pure ceaAssuming that the “true” probability for beatin
the benchmark is 50 %, in an out-of-sample period years and 3 months there are 75 months so
based on the binomial distribution the likelihoddyetting 59 % correct is about 5'8swhich does not

rule out pure chance by any means.

Table 13
Better than AR Model

1 month 3 months 6 months 1year
DJUBS 48% 55% 48% 48%
DJUBSSP 48% 49% 57% 56%
DJUBS3M 47% 57% 49% 59%
IMF 53% 51% 45% 40%
IMENF 56% 56% 47% 40%

While it seems that commodities did at least in s@ases improve on the univariate forecast, to
temper even this modest excitement the scale afripeovement must be noted. As listed in Table 14
the biggest winner compared to AR model is the INFFl one and three months; with improvements
of 0.007. This is equivalent to 0.7 basis pointsciwhs 0.007 %. Keeping in mind that the precision
which inflation is published is ten basis points @dl %) an improvement of less than a basis psint

insignificant.

Table 14

Difference to AR Model RMSFE

1 month 3 months 6 months 1year
DJUBS -0.012 -0.012 0.004 -0.008
DJUBSSP -0.012 -0.010 0.000 -0.003
DJUBS3M -0.003 -0.002 0.004 -0.004
IMF 0.005 0.006 -0.002 -0.013
IMENF 0.007 0.007 0.004 -0.009

While the improvements on the AR forecast are iddeederate, their statistical significance is téste
next. The test performed is a paired one sidesdt-te other words it is tested whether the diffiee

between the squared errors of the AR model anddahemodity models are significantly greater than

44 (75 _ _
12 Cumulative binomial distributiorl — Z( _ jo.s‘ (1-05)""
|

i=0
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zero. The same tests two-sided version was perfbbyidcugeni and Kruger (1994), but here the one-
sided specification is chosen. The one-sided sastare stringent, but also more fitting since the
guestion is whether the commodities improve onARdorecast and not whether the forecasts are the

same. The results of the t-tests are listed ineT4bl

Table 15

T-tests on Squared Forecast Error Differences

1 month 3 months 6 months 1year
DJUBS 0.796 0.838 0.318 0.864
DJUBSSP  0.772 0.737 0.486 0.731
DJUBS3M  0.580 0.567 0.348 0.730
IMF 0.311 0.291 0.562 0.950
IMENF 0.261 0.288 0.252 0.900

For none of the models was the improvement on Rerdel significant at the conventional 0.05
level. Nearest to this mark came the IMFNF modeliie 6 month forecast with a p-value of 0.252.
IMENF was the only commodity to have several p-ealamaller than 0.3, which it did at 1, 3 and 6
months. In the cases where the AR model had a IBRMSFE, the p-value is equivalently greater than
0.5.

How consistent are the results with the passagienefis important to evaluate. Figure 8 depicts the
RMSFE’s of the models broken down to annual vafoe2008 to 2013. Since there are only forecasts
from up to March for 2014, these last three forexca®re appended to 2013. What stands out is that
the performance of the models was much better d®@ards than in 2008 or 2009. For all the models
the average error is below 0.4 % in the last 4g/emnd significantly more before this. As can bense
from Figure 1 the level of inflation rocketed inG®and subsequently came down fast enough for
deflation arising in 2009. Since then the situatias stabilized, and consequently our models
performance has improved. Thus it seems that Ibetlsimple univariate AR and MA, as well as the
ADL models are fair-weather models of sorts, they&liable in “normal” settings, but less so in
abnormal ones. This is acceptable for the univanabdels, but for the commodity ADL models to
really serve any useful purpose, they should imgmv the univariate forecasts especially in changin

or more volatile times.
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Figure 8

RMSFE 1 Month RMSFE 3 Months
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The ratio between the commodity ADL models andARemodel’s yearly RMSFE’s are drawn in
Figure 9. It does not show evidence of either trdgomance of the ADL models compared to the

benchmark either improving or worsening during time
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Figure9
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Another further exploration on the robustness efrtfodels’ performances is looking at the correfatio
between the absolute values of the change inioflatnd square roots of the forecast errors squares
These are listed in Table 16. The results indittzaethe correlations are high, approximately 018 f
every commodity model, which confirms the suspisitimat the models performance negatively
correlates with the level of volatility in inflatio This is not unsurprising or unacceptable; just that
the opposite case of the forecast errors beingrugleted with inflation volatility would be more

advantageous for practical uses.
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Table 16

AR 0.816
DJUBS 0.774
DJUBSSP 0.772
DJUBS3M 0.767
IMF 0.782
IMENF 0.785

0.814
0.784
0.772
0.796
0.760
0.786

Correlation: Abs(Alnflation) & Abs(Forecast Error)

1 month 3 months 6 months

0.845
0.793
0.846
0.781
0.800
0.800

1 year
0.844
0.813
0.823
0.814
0.802
0.832

6.1 Forecast R-squared

An alternative expression for the average foreeasts is to calculate an R-squared value from them
This is achieved by dividing the mean squared fseerror (MSFE) with the population variance of
the inflation seried® The out-of-sample R-squared values are listechiieT17 and shown in Figure
10. While they are simply scaled versions of theF@Sigures, they are perhaps more expressive.
Arguably for example the difference between thedhth R-squared between IMFNF and the AR,
0.207 vs. 0.173 is more dramatic than their 0.7shjasint difference in RMSFE was. The superiority

of the MA model over the AR specification is alstce again driven home; R-squared’s of the AR

models are around two thirds of the MA models.

Table 17
Forecast R-squared

1 month 3 months 6 months 1year
MA 0.265 0.249 0.234 0.254
AR 0.173 0.173 0.154 0.148
DJUBS 0.115 0.114 0.173 0.112
DJUBSSP  0.118 0.128 0.155 0.132
DJUBS3M  0.161 0.163 0.171 0.128
IMF 0.198 0.201 0.147 0.086
IMENF 0.207 0.204 0.174 0.105
13 R =1 MSFE

'I%Z(ﬂt _;)2

The motivation for using the population insteag@mple variance formula is that MSFE since itisean is scaled by 1/T.
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Figure 10

R-squared of Forecasts

o
C\q —

=2 AR

= DJUBS
o . = DJUBSSP
N _ ] = DJUBS3M
o = |MFE

- = |IMFNF

o
('\! -
o
Lo
— 4
o
o
\—! -
o
[To]
Q -
o
o
o l
° 1 month 3 months 6 months 1 year

6.2 Coefficient Sability

To investigate how stable the commodity and inflatielation is, it serves to take a look at the
evolution of the commodity coefficients during that-of-sample period. The long-run multipliers as
they evolve in the in the forecast period are depliin Figure 11. They cannot be classified adetab
and they change a lot with time, at least duringydes 2008. Most noticeably in the 1 month forecast
plot can be seen how once the values from 2008 drgarstimation history the coefficient sum jumps
to a higher level where it remains in a stable matméhe end of the forecast period in March 2014.
To be noted is that the coefficients are from remety estimated models, so the instability of the
coefficients is even more striking. A rolling winddar estimation should produce even less stable

coefficients.
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Figure 11

Long-run Multipliers: 1 Month 3 Months
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It is open for speculation what explains the chang&08, possibly a significant change in the antoun
of money if it is as Browne and Cronin (2010) prepohat money needs to be included in the
commodity and inflation models. We believe a prdeaxplanation for the shift is, that 2008 saw the
end of a boom in commaodity prices (as is seen fragnre 2), and as the boom ended so did the
relation between inflation and commodities “normellias well. The prices of commodities had grown
continuously from 1999 until crashing dramaticafythe financial crisis of 2008. Likely some of the
pre-2008 rally in prices was driven by speculatenmg only partially rooted in reflecting the demand
for commodities. Speculation can result in bubbtee average forecast of the speculators is iecorr

(Suni and De Meo, 2009), and it is debatable thatwias the case for commodities at the time.
The commodity prices have since recovered to scegeeeé but the boom is conclusively over. The end

of the commodity boom could improve their utilityinflation forecasts, since the prices will reflect

more accurately changes in their global demand.
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7 Conclusion

Our investigation centered on testing whether thiighan of commodities in an ADL model, would
improve Finnish inflation forecasts from those afravariate AR model. The results were in line with
the previous literature (mainly on US inflation),tirat there is a link between commodity prices and

inflation, but it is weak and not useful in improgithe univariate forecasts.

Pseudo out-of-sample forecasts are rightly consatiére gold standard for the evaluation of forecast
models, and our results are compelling evidencediiaof-sample forecasts are absolutely necessary
for credible assessment of forecasting models. €aults revealed that in-sample AIC was not a
reliable predictor of out-of-sample forecast accyrdhe starkest case was the one month AR and MA
models, where the MA forecast was greatly supeoidhé¢ AR forecast despite its in-sample AIC being
considerably higher. Similarly none of the commp@&DL models significantly improved (and many

did worse) on the comparable AR model despite trettebin-sample fits and lower AIC.

The discord between the in and out-of-sample resutiused mainly from structural change, but
whether the problem would have been smaller with rparsimonious models specified by BIC is
something to ponder. Simpler models could be maibest to changes in the forecasting environment,
and thus less adversely affected by them. Obvidasilyg approximately right is preferable to being
accurately wrong, so maybe more thought on aimingidel simplicity is warranted.

The relation between commodities and inflation watsstable during the forecast period as evidenced
by the changes in the long run means of the ADL sodée changes could have risen from many
different factors: perhaps the manner in which tB@8Eeacts to commodity inflation has changed, or
the link between commaodity and consumer prices cbaleg changed as well. Certainly as is seen
from Figure 11 in 2009 the coefficients of the 1ntlomodels experienced an abrupt and considerable

change, which can be seen as evidence for a chanige inflation regime.

While it might be still possible to design a modetcessfully forecasting inflation from commodity
prices, we are not convinced of it being a worthwpilesuit. There simply are too many possible ways
for any model of this kind breaking down. Inflatidself can have structural changes, as can change

the way central banks react to inflationary pressén@m rising commodity prices, technological
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developments can change the demand of commoditiesinufacturing, to list just a few possible
conundrums. Essentially there is not much reasdelieve in the stability of the relation between
commodities and inflation. While commodity pricémald still serve a valuable purpose in modeling

the causes of inflation, this does not generabziaém necessarily being useful in inflation forsoay.

In regard to inflation forecasting, since theresexan abundance of univariate models of every
imaginable kind offering at least adequate inflatiorecasts, it would seem sensible to concenthate t
inflation forecasting efforts on univariate modedsnce multivariate models do not significantly
improve the forecasts, and unnecessarily introtheéee ways on how the model can break down
(changes in the relation between inflation and ttegenous variable), it is unclear why they should be

preferred over univariate models.

Rather harshly Atkeson and Ohanian (2001) adviseddaiveng the search for Phillips-curve based
inflation forecasting models altogether, and we woisti@uld the same conclusion be drawn also for
commodity based forecasting models. We feel thahdbning the search in the case of commodities
would be premature. While the commodity prices matybe particularly useful at the moment for
inflation forecasting, and the topic has alreadgrbextensively researched, this does not yet loold f
the variables derived from them. Especially moth@lsed on convenience yields seem promising
avenues for the future of inflation forecasting (fadinov and Ng, 2010). Thus there still might be a
role for commodities in inflation forecasting, buwill likely not be in models straightforwardly ursj
untransformed prices, but rather in forecasts fcomvenience yields or some other imaginative

variable to be derived from commodities.
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Appendix 1

Commodity Index Weights

Energy
Crude
Natural Gas
Heating QOil
Unleaded Gasoline
Coal
Industrial Metal
Copper
Aluminium
Zinc
Nickel
Iron, Tin, Lead, Uranium
Precious Metal
Gold
Silver
Agricultural Raw Materials
Cotton
Timber
Hides
Rubber
Wool
Meat and Seafood
Beef
Pork
Seafood
Poultry
Lamb
Foods
Wheat
Corn
Soybeans
Soybean QOil
Soy Meal
Sugar
Plant Oils
Rice
Barley
Bananas
Oranges
Groundnuts
Fishmeal
Beverages
Coffee
Tea
Cocoa Beans

DJUBS
32.4
15.0
10.4

3.5
3.5

17.0
7.3
4.9
2.5
2.2

14.7
10.8
3.9
1.8
1.8

5.2
3.3
19

26.5
4.8
7.1
55
2.7
2.6
3.9

2.4
2.4

IMF
63.2
53.6

7.0

2.5
10.7
2.8
3.9
0.6
11
2.2
0.0

7.7
0.7
3.4
2.6
0.6
0.5
6.9
14
11
3.2
0.9
0.3
9.8
1.7
1.0
1.2
0.4
0.8
0.9
15
0.6
0.3
0.4
0.5
0.2
0.2
1.8
0.8
0.3
0.7

IMFNF

46

0.0

28.9
7.7
10.5
1.7
3.0
6.0
0.0

20.8
1.8
9.1
7.1
15
13

18.7
3.9
3.1
8.6
2.4
0.7

26.5
4.5
2.8
3.3
1.2
2.3
2.4
4.1
1.7
0.7
11
13
0.6
0.5
4.9
2.3
0.8
18



Appendix 2

The ADL equation: Az, =c+ Y Az, + Y ¢,AlogX,_+e,
In the long-runAz, = Az andAlog X, =AlogX andeg, = 0

Ar=Cc+Y GAz+Y $AlogX <
Az(l-).60)=c+> ¢ AlogX <

__ ¢ 2.9
M58 150

Alog X
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