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Abstract 
 

In this paper I use an inter-temporal model to analyze the variability of the current accounts 

(CA) of the 12 countries which have formed the initial European Monetary Union and test 

whether this approach is successful in accounting for the evolution of the CA imbalances over 

the last decades. The use of current account balances is assumed to be comparable to the use of 

savings, so that the main hypothesis is that current account could be used to smooth (national) 

consumption and its variation would be driven by expectations about future income (net output) 

and relative prices. 

The model that I choose to adopt encompasses sources of external shocks for small economies 

such as changes of the real interest rate and of the real exchange rate. 

This paper finds that, on the one hand, the country specific VAR model passes informal tests 

such as graphical representations and standard deviation comparisons. On the other hand, 

although the main formal statistical test (k-test) fails for all the 12 countries, the secondary 

formal test R-test can be considered successful in the case of Austria, France, Germany, Ireland 

and Portugal while the Granger-causality is passed by Austria, Belgium, Netherlands and 

Spain. 

This paper also warns on the validity of the Vector AutoRegressive (VAR) model results for 

those cases which have proven statistically significant. In fact, analyzing the same set of 

equations through a Seemingly Unrelated Regression Equations (SURE) system showed 

important differences in the magnitude, standard deviations and t-statistics of the estimated 

coefficients. 

The paper concludes that an intertemporal approach to current account, executed through VAR 

modelling, cannot statistically assess the reasonability of recent CA imbalances in the studied 

countries for the sampled period but informally suggests that the current account of the studied 

countries behaved as the theoretical model would predict. In order to improve the performance 

of the model, this study suggests taking into consideration the correlations found among the 

error terms of the equations estimated from the country specific VAR models.�
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1 MOTIVATION, PURPOSE AND CONTRIBUTION OF THIS STUDY 

1.1 Motivation of the study 

The Current Account (CA) is defined as the difference between exports and imports and 

therefore expresses the totality of domestic residents’ transactions with foreigners in the 

markets for current goods and services. From this it follows that the current account shapes the 

evolution over time of a country’s stock of net claims on (or liabilities to) the rest of the world 

and, in turns, it implies the inter-temporal decisions (in terms of saving, investment, fiscal 

position and so on) of domestic and foreign residents. 

Movements in the CA are deeply intertwined with, as well as convey information about, the 

actions and the expectations of all market participants in an open economy; Aguiar and 

Gopinath (2005), for example, find that current account and sovereign defaults are positively 

correlated. This makes the CA an important macroeconomic variable that policy makers focus 

on, although it never appears as an ultimate policy target or variable: it represents what is often 

labelled as an “intermediate target”. Studying the CA is useful in order to explain its dynamics, 

to gauge its sustainability and, ideally, to bring about changes through appropriate policy 

actions.  

Historically international economics has struggled to identify a dynamic relationship between 

changes in the CA positions and movements in the real exchange rate, levels of economic 

activity, monetary and fiscal positions, and so on through several theoretical approaches. 

Starting with the static Mundell-Fleming model (1960) to the latest inter-temporal models, 

more and more attention has been drawn to the idea of “sustainability” over time and to the 

inter-temporal aspects of the current account imbalances. 

Global CA imbalances probably constitute one of the most challenging issues in international 

macroeconomics today; while the main focus of attention has long been on the American CA 

deficit and Chinese CA surplus, only lately increasing attention is being paid to European 

Monetary Union (EMU) countries’ CA imbalances. 

Interestingly enough, while the aggregate EMU CA balance is close to zero, some EMU 

countries have exhibited increasingly large CA deficits1. Starting from a relatively low deficit 

in CA in 1999s, by 2005 the CAs of Greece, Portugal, and Spain were in deficits equal to 7.9%, 

9.2%, and 7.6% of GDP, respectively (see Figure 2, pp. 11). The CA of France and Italy 

displayed a similar, though less pronounced, deterioration pattern and, on the contrary, a few 

                                                 
1 The path has eventually changed and the CA deficit countries not only are improving at a rapid pace but also are 
close to reach balance (Auer, 2013). 
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EMU countries such as Finland, the Netherlands, and, most notably, Germany, displayed 

substantially positive CAs. 

Economists have formulated various hypotheses on why those CAs diverged so drastically after 

the creation of the monetary union and lately started converging again. Those numerous 

theories, which are briefly presented below, are what makes this issue interesting and have 

motivated me to investigate “what caused what” and “how it came about”. 

It is a known fact that the divergence of current account positions and the persistent deficits 

lead to a massive accumulation of external debt and raise concerns about the creditworthiness 

of the debtor countries, and explains why the Troika (European Commission, the International 

Monetary Fund and the European Central Bank) stepped in during the most acute phases of the 

crisis as a lender of last resort to ensure access to credit, conditional on the implementation of 

austerity reforms to consolidate the public budget. To avoid contagion to other countries and 

additional distortions in the common monetary policy, the ECB also purchased government 

bonds on the secondary market, although this was not justified by its official mandate. 

According to Blanchard and Giavazzi (2002) the imbalances might reflect a convergence 

process between countries with different income level per capita and closely linked in goods 

and financial markets. They point out that higher integration reduces the costs and risks of 

borrowing and lending internationally and, by inducing competition across countries, enhances 

the elimination of internal inefficiencies and stimulates growth. In this view a balanced position 

might not be required at all in the short run; to the extent that they are the countries with the 

highest expected rates of return, poor countries should see an increase in investment, while, 

being countries with better growth prospects, they should also see a decrease in saving. Thus, 

on both counts, poorer countries should run larger current account deficits, and, symmetrically, 

richer countries should run larger current account surpluses. It is reasonable, according to this 

view, to expect poor countries to consume more and save less today in anticipation of higher 

permanent income tomorrow: investment is expected to exceed savings, implying external 

deficits in the catching up period (Gourninchas and Rey, 2007). 

Therefore CA imbalances might be interpreted as a sign of proper functioning of the integration 

process and not as an indication of an improper macroeconomic management. Schmitz and vod 

Hangen (2009) argue that the monetary union has facilitated the allocation of capital by 

promoting financial integration and reducing costs through the elimination of the exchange rate 

risk. Some countries, thus, came to experience lower real interest rates and this could have 

enhanced investment booms and saving busts; in turn, lower income countries got easier access 

to external financing, causing an increase in the persistence of deficits. Nevertheless Jaumotte 
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and Sodriwibon (2010) maintain that the difference in per capita incomes was not a sufficient 

condition to claim that the actual borrowing which took place had been indeed optimal, as most 

of the decline in current accounts in the Southern Europe Area since the mid-1990s reflected a 

decline in private saving rates, spurred by financial liberalization and increasing dependency 

ratios. They argue that the decline in current accounts would not have occurred, despite the 

decrease in saving rates, were it not for EMU and the euro which improved the access to 

international saving. 

Another point to make is about the role of relative prices, i.e. the real exchange rates (RER). 

Arghyrou and Chortareas (2008) stress the importance of the RER–CA relationship via shifts in 

competitiveness. Provided that in a common currency union like the EA-12 nominal variations 

of the exchange rate are not available, fluctuations in the real exchange rate correspond to 

changes in relative prices and unit labour costs. The basic intuition is that deficit countries have 

become less competitive because domestic prices have increased more (rapidly) than foreign 

prices did. This idea boils down to Balassa-Samuelson hypothesis and the “catching up effect”. 

Additional factors, such as undue nominal wage growth, should be also pointed at as the causes 

of the loss of competitiveness and overheating problems of the European peripheral debtor 

countries. 

Berger and Nitsch (2010) find that trade imbalances among euro area countries widened 

considerably with the introduction of the euro. This finding is consistent with indications that 

pair-wise trade tends to be more balanced when nominal exchange rates are flexible. Those 

authors also claim that intra-euro area imbalances have become more persistent because of the 

labor market inflexibility within the EMU. Reviewing the direction of imbalances, Berger and 

Nitsch affirm that bilateral trade surpluses are decreasing in the real exchange rate, decreasing 

in growth differentials, and increasing in the relative volatility of national business cycles. 

Decressin and Stavrev (2009) claim that their findings are nuanced with respect to current 

account divergences and the speed of adjustment to shocks but do not point to the real 

exchange rate as a decisive factor. They insist that current account divergences across euro-area 

countries have risen since the early 1990s, when the onset of monetary union was still far and 

the cross-country dispersion of real exchange rate changes had not yet fallen. However, they 

assert that current account divergences have also risen across the other advanced economies, 

while the dispersion of their real exchange rate changes has remained broadly unchanged. Also, 

both before and after monetary union intra euro-area divergences have typically been smaller 

than those across the other advanced economies. Unlike in the other advanced economies, the 

size of current account shocks in EMU members has become smaller, consistent with 
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increasing economic integration, although adjustment to these shocks has slowed significantly. 

These changes occurred mainly before the advent of monetary union and they are robust to 

conditioning on real exchange rate dynamics. Thus, prima facie, they do not appear related to 

high intra-area exchange rate rigidity, Decressin and Stavrev (2009) conclude.  

Finally, Holinski, Kool and Muysken (2010) report the growing dispersion of external and 

internal balances between countries in the North and South of the EA over the time period 1992 

to 2007. They find a persistent divergence process that appears to have started with the 

introduction of the common currency and has its roots in the savings and investment behavior 

of private sectors. They also dismiss the common argument in the literature that imbalances are 

the temporary outcome of an overall European economic convergence process. 

In any case, the current size of the CA imbalances has touched such a level that concerns have 

been expressed by many economists. The biggest interrogative is whether the actual size of the 

recent fluctuations can be explained by a proper adjustment to the new economic scenario or is 

the result of an incorrect adjustment. Have countries like Spain or Greece increased their 

external indebtedness based on over-optimistic expectations about their future growth? Have 

they overestimated the positive effects of the common currency? If this were the case, they 

should experience a painful adjustment soon… and this seems to be the case, as many of those 

countries have experienced substantial decreases in their economic activity. 

The issue is real and in continuous development; it interests all of us because of its implications 

over policy maker decisions and development of the European Monetary Union. 

1.2 Objectives and contribution of the study 

This study aims at drawing a picture of the European CA imbalances looking at the main 

players of this game: Greece, Spain, Italy, Germany, the Netherlands and Finland along with 

the other countries part of the so called EA-122. 

The main purpose of the study is to use an inter-temporal model to assess the fluctuations in the 

CA balances experienced lately by the EMU countries and their feasibility. This study means to 

contribute to understand the Euro crisis answering the following question: 

“Are the current imbalances reasonable in terms of  

inter-temporal consumption optimization?” 

                                                 
2 Belgium (BE), Spain (ES), Ireland (IE), Italy (IT), Luxembourg (LU), Netherlands (NL), Germany (DE), Greece 
(EL), Finland (FI), France (FR), Austria (AT), Portugal (PT). 



8 
 

Are recent CA fluctuations within what should be considered acceptable or have they 

trespassed the limits? To answer this question, it is necessary to use a specific model which 

stands as a reasonable benchmark and against which current balances can be compared in order 

to detect deviations. Using the “Macro-Balance” and “External Sustainability” methodologies 

from the IMF CGER, Jaumotte and Sodsriwiboon (2010) determined an equilibrium CA and 

inferred the actual CA gap is out of line with one based on underlying long-term fundamentals. 

Interested by their results but not satisfied by their conclusions, I decided to dig further in the 

topic and to test myself whether CA imbalances are indeed not reasonable. 

As benchmark model I chose to adopt the one developed by Bergin and Sheffrin (2000): it 

considers a small open economy where consumers smooth consumption over time. Optimal 

consumption is based on the expectations of future output and relative prices, while current 

account balance in every period is the difference between optimal consumption and net output 

in that period. The model considers time-varying interest rates and real exchange rates (through 

the difference between traded and non-traded goods). After estimating the optimal CA 

according to this model, I meant to confront those predicted values with the actual data over the 

1980-2009 horizon and then I drew some conclusions. 

To my knowledge the latest (and only) attempt to adapt an inter-temporal model to the 

European CA imbalances dates back to Campa and Gavilán (2011), who, using data up to 2005 

and excluding Greece and Luxemburg, performed a simple country by country analysis, taking 

advantage of VAR models. 

This paper aims at going a step further and not only includes the study of the aggregate CA 

imbalances for the EU-12 through the VAR methodology, but also studies the fit of the 

country-by-country VAR model to the most recent data from the EA-12 and compares the 

results of this study with those obtained by jointly estimating EA-12 CA through the SUR 

methodology. 

1.3 Structure of the study 

The remainder of this paper is structured as follows: section 2 introduces in more details the 

economic environment which has awakened my interest in the topic; section 3 reviews the 

relevant literature about the Inter-temporal Approach in terms of its evolution and extensions. 

Section 4 sets out the detail of the mathematical model as it was developed by previous 

literature and with the extensions that I have chosen to follow. Section 5 provides the 

econometric model used for the empirical analysis. The data and the empirical estimates are 

contained in sections 6 and 7. Section 8 concludes. 
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3 Also known as “PIGS”: Portugal, Ireland, Greece and Spain; or PIIGS: PIGS + Italy.
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Such hypothesis about the negative correlation between current accounts and sovereign spreads 

is also confirmed by the IMF (2010) and Barrios et al. (2009) who found that CA and cross-

border bank liabilities are important predictors of CDS spreads and play a major role in 

determining risk premia, respectively. 

Gros (2011) explains that two are the main reasons behind this relationship. The first relates to 

the rejection of the general assumption that public debt is risk free: in fact, no single member of 

the EMU has direct access to the printing press. Secondly, Eurozone nations retain the entire 

sovereignty over the taxation of their citizens and thus the external debt cannot be taxed easily. 

2.2 From boom to bust 

Gros and Alcidi (2011) explain that the difficulties that peripheral countries are experiencing 

derive from the sudden stop of the large private capital inflows they had received until recently 

since the first decade after the start of the EMU, which was characterised by a credit boom. The 

authors assert that the reason why financial markets had provided the peripheral countries with 

ample financing (until 2008) was that their GDP growths were high in nominal terms while the 

interest rates were lower, so that public debt sustainability was not an issue. However when the 

financial crisis broke in, actual and expected growth rate became very small (occasionally even 

negative) while the market interest rates started to rise. 

Figure 2 gives an overview of the CA developments in EA-12 for those countries whose CA 

most fluctuated since the introduction of Euro. 

Figure 1. Relationship between Sovereign Spread and Current Account. Source: Gros 2011. 
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The differences among the countries are huge and reflected the heterogeneous developments in 

unit labour costs and spending patterns across the currency union. What is worth noting from 

the above graph is that, since the 2008, the CA of deficit countries has improved sizeably, 

reaching, in some cases, the balance in the 1st quarter of 2013 (Auer 2013). 

Barnes, Lawson and Radziwill (2010) studied the increase in CA imbalances in euro area 

countries since the early 1990s and suggest that fundamental factors explain a substantial part 

of the those imbalances; in particular, demographic factors, income and growth differentials as 

well as the initial net foreign asset position had an impact on the CA, while strong housing 

investment, associated with unsustainable property booms, was associated with the large 

Spanish and Irish current account deficits. Interestingly, their research founds that the 

unexplained component of current account balances was sizeably larger than for earlier periods 

and while fundamental factors typically explained the sign of the imbalance, they tended to 

underestimate its size. 

These imbalances could have been, then, largely affected by a misalignment of internal real 

exchange rates which might have caused some countries to cumulate large surpluses while 

making others collect deficits. But how could we practically explain the fact that unbalances 

have widened after the creation of the common currency? The most direct explanation is that 

capital flowed south after the creation the euro and led to overvaluation in southern Europe. 

The peripheral Eurozone economies in their catching-up phase appeared as a great investment 

opportunity and, as Jaumotte and Sodsriwiboon (2010) maintain, were characterized by very 

low private saving rates; so, large capital inflows quickly generated their own fundamentals 

Figure 2 Balance of the CA as % of GDP. Source: Eurostat. 
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through high growth rates driven by strong demand for consumption and construction 

investment, supported by easy credit fed from abroad (Gros and Alcidi 2011). In turn this 

meant that southern countries imported more than they exported and their current accounts 

moved into deficit; at the same time domestic asset prices turned higher than foreign ones, and 

therefore net capital outflows as well as capital account deficit came about.  

2.3 A brief comparison to USA and Baltic countries  

In this context is worth making a brief comparison with the current account imbalances 

between American states which are plainly not as dangerous matter as those between European 

states. KrugmanB explains this mentioning three main reasons: in the first place, Americans can 

move to booming states fairly easily and find jobs from there whenever their home state 

slumps; secondly, the US has a fiscal union which allows the federal government to collect the 

benefits from any of the booming countries and to transfer tax revenues to slumping states; 

finally, the US integrated banking system with a single lender of last resort helps keep “local” 

panic from spreading across the states. It goes without saying that, while the way to financial 

integration is being followed (ECB 2013), within the EMU labor mobility is really low (The 

Economist, 2012C) and the fiscal union is still a very debatable issue (Milne 2013). 

As already mentioned, it is a fact that the current account deficits of Greece, Italy, Spain and 

Portugal have improved at a rapid pace and are actually close to being balanced. While the size, 

speed and the uniformity of the current account improvements could indicate an improvement 

of macroeconomic fundamentals (such as competitiveness), nothing can exclude that the real 

force behind them is a deep recession which has choked domestic demand through the cuts in 

private and public spending. The odds are, actually, that these improvements are due to sharply 

lower private capital inflows rather than improvement in competition, according to a process 

known as “sudden stop” but essentially different from the typical one  (Auer 2013). 

When the financial crisis broke in late 2007, the risk perception changed dramatically and 

resulted in a sudden stop of private capital flows. While one of the purposes of having a single 

currency was to exactly stimulate capital flows and movements of resources from countries 

with excess savings towards countries with lower financial resources to promote faster growth, 

the crisis put forward a different interpretation of such imbalances: large and persisting inflows 

became synonymous of debt in the receiving country and, what is more relevant, it became 

evident that capital inflows did not necessarily finance productive investments4 able to ensure 

future growth and, in turn, the creation of new resources to repay the debt.  

                                                 
4 Gros and Alcidi (2011) show that inflows often funded consumption and contributed to inflated bubbles. 
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The economic theory teaches us that in countries with fixed exchange rates sudden stops 

typically exhaust foreign reserves and force currency depreciation; however what has happened 

in the Euro Area is something somewhat new: the European periphery countries were not 

forced to abandon the euro because, among the other reasons, capital transfers from euro-area 

partners have allowed them to finance current account deficits. Some economists (see Sin 2011, 

Mayer 2011) argued5 that public capital replaced private capital: as private capital flows to 

PIIGS6 fell, they were replaced by growing liabilities of the central banks of the PIIGS to the 

European Central Bank (ECB) and the central banks of the other euro-area countries. This flow 

happened within the Eurosystem’s unified interbank payment network for cross border 

transfers known as TARGET2; in terms of Balance of Payment accounting, this can be thought 

of as an accumulation of negative balances on the official foreign reserves account of PIIGS. 

This option was not available to the emerging market countries which experiences currency 

crisis in the past and has bought PIIGS time to make their external accounts sustainable 

gradually rather than abruptly in a crisis. 

Without these huge transfers the economies of some peripheral countries would have been 

subject to the same type of more severe sudden stop of capital inflows that happened in the 

Baltic nations, whose banking system did not have access to the refinancing windows of the 

European Central Bank (ECB). In fact, between 2003 and 2007, large quantities of private 

capital flowed into the Baltic states to fund consumption and construction bubbles; when the 

2007 financial crisis resulted in a sudden stop of capital flows, those economies had to move 

towards an internal devaluation which caused a dramatic contraction in spending and, in turn, 

pushed the CA into positive figures (Gros and Alcidi 2011). 

3 THE INTERTEMPORAL APPROACH 

3.1 Origins of the model 

The last decades have been characterized by a new approach that economists have adopted 

towards the CA balances: the inter-temporal model with consideration on the long-term 

sustainability (Obstfeld and Rogoff 1996). The idea was that of the permanent income 

hypothesis in which consumption expenditure depends on the expected permanent income. 

When the current income varies, so should do the level of saving in order to maintain constant 

the level of consumption. When we extend this framework to a small open economy, we can 

see the fluctuation in the current income as the borrowing/lending from/to international 

markets. This analogy continues with the inter-temporal consumption optimisation behaviour 
                                                 
5 This is part of a hot debate started in 2011 when huge increases in TARGET2 balances became evident and H.W. 
Sinn started arguing that the ECB was secretly bailing out governments of the peripheral countries. 
6 Greece, Italy, Ireland, Portugal and Spain 
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of agents resembling the level of capital that flows in/out of a country under the cover of the 

current account balance. 

If agents were rational, and their saving as well as investment decisions were optimal, the 

resulting CA balance should be optimal too. What is more, the current account should be inter-

temporally solvent, regardless of the position being in deficit, surplus or balanced. 

The fact that the current account balance is the outcome of an optimisation implies, on one 

hand, that there will not be any unsustainable accumulation of foreign liabilities or assets; while 

on the other hand, it hints that (momentary) imbalances are just the response of economic 

agents to changes in government expenditure or investment. This approach also suggests that 

current account balances represent the agent’s forecast about the future growth of the economy: 

agents who expect the economy to grow in the future will borrow more today. 

The empirical validity of the model is, however, quite questionable and diverse. In the cross-

country context, while Ghosh (1995) and Guest & McDonald (1998) reject the validity of the 

model in the context of Canada and Australia, respectively, Otto (2003), Agenor (1999), Callen 

and Cashin (1999) find it consistent with the data from Australia, France and India, 

respectively. 

The intertemporal approach views the current account balance as the result of forward-looking 

dynamic saving and investment decisions of representative individuals that made forecasts of 

the relevant variables in a rational expectations context. This type of analysis became more and 

more common since 1980s, when Buiter (1981) and Sachs (1981a and 1981b), Obstfeld (1982), 

Greenwood (1983), Svensson and Razin (1983), and Obstfeld and Rogoff, (1994) developed 

models highlighting such features.  

In particular, Lucas’s critique (1976) of econometric policy evaluation and his insistence on 

basing policy analysis in the actual forward looking decision rules of economic agents had 

suggested that open-economy models might be improved if demand and supply functions had 

been actually derived from the optimization problems of households and firms rather than 

defined a priori to match ad hoc econometric specifications (Obstfeld & Rogoff 1994). 

On the other side, further developments to an intertemporal approach came from events in the 

world capital market, above all the current account imbalances following the rapid world oil-

price increases of 1973-74 and 1979-80. The divergent patterns of current account adjustments 

raised the intertemporal problem of characterizing the optimal response to external shocks. 

Similarly, the explosion in bank lending to developing countries after the first oil shock sparked 

fears that borrowers’ external debt levels might become unsustainable. The need to evaluate 
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developing-country debt levels again led naturally to the notion of an intertemporally optimal 

current account deficit (Obstfeld & Rogoff, 1994). 

This theory, created as a response to precise international events during a certain period of 

time, could be applied to examine the current Euro Zone sovereign debt crisis. Even if not of 

the same nature, some of the characteristics of those financial markets turmoil can be seen in 

the crises that have shaken our global economy in the last decade. 

3.2 From theory to practice: Present value models 

Recent developments of this literature take advantage of present value (PV) models to test the 

current account approach. Basically, one variable is written as a linear function of the present 

discounted value of other variables. In mathematical terms, given two variables xt and Xt, their 

relationship can be described as: 

�� �������	�
��
��

 

where � is the discount factor and Et is the mathematical expectation. 

Most of the studies on the application of the intertemporal approach rely on the latest theory of 

time series and on vector auto regressive (VAR) models. This is because one of the VARs most 

important virtues is that they, through their theoretical model’s structure, allow deriving 

testable hypothesis. 

The first articles on the subject date back to the early 90s. In those first versions of the 

intertemporal model the goal was to extend the idea of Campbell (1987) that consumers “save 

for a rainy day7”, to an open economy. A country’s current account surplus was equal to the 

present value of expected future declines in output, net of investment and government 

purchases (called “the net output”). The analogy to household savings is informative: 

households save when they expect their future labor income to decline. The new element that 

was introduced by this type of test was how one proxies for private agents’ expectations of 

future values of the relevant variables. Basically as long as the information set used by the 

econometrician does not contain all the information available to private agents, then past values 

of the current account should contain information useful in constructing estimates of agents’ 

expectations of future values of the relevant variables (such as net output,  interest rates and the 

                                                 
7 Campbell(1987) has shown that the standard rational expectations consumption function has the implication that 
savings increase when expected future labor income is expected to decrease. 
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real exchange rate). The earlier models considered the international real interest rate to be 

constant and did not include non-tradables. 

The leading paper on the subject is the one by Sheffrin and Woo (1990a) who study the case of 

Belgium, Canada, Denmark and the UK for the period 1955-1985 using a simple intertemporal 

open economy model. They discover evidence in favor of the theory only in the case of 

Belgium. Later on, other case studies were conducted and, among them, those which stand out 

were made by: 

• Otto (1992) who considered the case of US and Canada using quarterly data for the 

period 1950:1 to 1988:4; the formal restrictions implied by the PV relationship for the 

current account were rejected, revealing only some “informal” evidence in favor for the 

US case. 

• Ghosh (1995) who studied the case of Japan, Germany, the US, Canada and the UK 

using quarterly data for the period 1960 : 1 - 1988 : 4. He concluded that the model 

performed quite well in characterizing the direction and turning points of the current 

accounts, in spite of the fact that the theory was rejected for all the sample countries by 

US. 

• Manteu (1997), who examined the degree to which the intertemporal approach could 

explain the behavior of the Portuguese current account in period 1958-1992, found that 

the formal tests rejected the model while the informal evidence showed that the model 

was able to track the direction of movements of the actual current account. 

• McDermott et al. (1999) who wrote a paper for France using quarterly data for the 

period 1970: 1 to 1996:4 finding that the model explained the fluctuations of the current 

account balance fairly well, even for a period during which France experienced large 

external shocks and there were restrictions on overseas capital transactions. 

• Khundrakpam and Ranjan (2008) who employed an inter-temporal model on a 

constructed private consumption series found that the current account balance in India 

during 1950 and 2006 was intertemporally solvent. 

• Campa and Gavilan (2011) who studied the CA dynamics of 10 European countries 

over three decades and concluded that the ICA model held for Belgium, France, Italy, 

Netherlands, Portugal and Spain. 

A fairly common thread in the findings was that the actual current account was more volatile 

than the “theoretical” current account: the exception to the rule was US. As Bergin and Sheffrin 
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(2000) observe, this was quite surprising given the assumptions of the theory which are more 

appropriate for small open economies than for big ones. This evidence suggested that, most 

likely, there were some variables, not included in the model, which should have been taken into 

account to explain the current account. 

Sheffrin and Woo (1990a) put forward an explanation which they later used to develop a new 

version of the model: small economies may be affected strongly by external shocks not passing 

through changes in net output (a case actually not taken into account in initial versions of the 

model). In other terms, the current account behavior of small economies could better be 

described considering shocks arising in the world in general.  

How to capture those shocks in the model? Normally this type of shocks would affect a small 

economy through fluctuations in the interest rates and exchange rates. This is why Bergin and 

Sheffrin (2000) developed a model that specifically embraced a moving interest rate and the 

real exchange rate. The intuition boils down to the fact that an anticipated increase in the 

relative price of internationally traded goods can raise the cost of borrowing from the rest of the 

world when interest is paid in units of these goods (Dornbush 1983). In turns, changes in the 

real exchange rate are supposed to induce substitution in consumption between periods, and 

thus, can have intertemporal effects on a country’s current account similar to those of changes 

in the interest rate. In addition to these intertemporal effects, exchange rate changes of course 

can also have more direct intratemporal effects by inducing substitution between 

internationally-traded goods and non-traded goods at some point in time. Bergin and Sheffrin 

(2000) tested the model for Australia, Canada and the UK and concluded that the incorporation 

of these variables may help explain the evolution of the current account, as the model 

predictions better replicated the volatility of the current account data and better explained 

historical episodes of current account imbalance. This model was also tested for Chile using 

quarterly data from 1960:1 to 1999:4, concluding that with the inclusion of both a variable real 

interest rate and the expected appreciation of the exchange rate, the performance of the model 

improved a lot over the case where these variables were not included (Landeau, 2002). 

Clearly the introduction of those two variables is to be considered an important improvement to 

the intertemporal theory as it takes into account two possible external shocks which should be 

quite relevant for small developing economies. 

4 THE INTERTEMPORAL MODEL: THE MATHEMATIC FORMULATION 

The first step in my study is to find the benchmark scenario with which the actual current 

account behaviour described by the data shall be compared. I decide to follow Bergin and 



18 
 

Sheffrin (2000) approach, which belongs to the Intertemporal Current Account models. I 

choose this model because, as mentioned before, it features the simultaneous time-variations of 

interest rates ad exchange rates and I expect this characteristic to be relevant for my European 

analysis because the Euro has dramatically affected the evolution of the current account fixing 

the nominal exchange rates among its member countries and changing significantly the average 

level of interest rates. 

The model considers a small country producing both traded and non-traded goods, and allowed 

to borrow and lend with the rest of the world at a time-varying real interest rate. The 

representative household solves an intertemporal maximization problem, choosing a path of 

consumption and debt that maximizes its discounted lifetime utility:  

� ���� � �������� �������                                                       (1) 

s.t. Yt – ( CTt + Pt CNt ) – It – Gt + rt Bt-1 = Bt – Bt-1                                                 (2) 

Consumption of the traded good is denoted CTt while consumption of the non-traded good is 

CNt. Yt denotes the value of current output, It is investment expenditure, and Gt is government 

spending on goods and services, all measured in terms of traded goods. Pt is the price of non-

traded goods in terms of traded goods; Bt is the stock of foreign (external) assets at the 

beginning of the period. Finally, rt is the net world real interest rate in terms of traded goods8. 

The left-hand side of this budget constraint may be defined as the current account. Also, it is 

useful to define total consumption expenditure in terms of traded goods as Ct = CTt + PtCNt. 

Bergin and Sheffrin (2000) assume that the per-period utility function takes the following 

Cobb-Douglas form: 

������ ���� � � �� � � ����� ���� !�� " 

where � > 0 but �  � 1 (inverse  of the intertemporal elasticity of substitution)  

and 0 < � < 1 (share of consumption of traded goods in total consumption) 

From the first-order conditions for this problem one can derive the following Euler equation9:  

� � �� #�$�� % &�
��$ ' ()()*+, ' -)-)*+,�$ ���� !�.                                   (3) 

where � = 1 / � 

Assuming joint log normality and constant variances and covariances, condition (3) can be 

written in logs: 
                                                 
8 This model assumes Yt, It and Gt are exogeneous. 
9 See Bergin and Sheffrin (2000) for the exact derivation. 



19 
 

Et������������	��

�
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/0121�&�3 ��&� %�4� $$ ���!�5678 % �9:;<=>;=                                  (5) 

Bergin and Sheffrin called r*
t the “consumption-based real interest rate”, being a weighted 

measure of relative prices (r and P). Also, please note the notation: 

� ct+1 = log Ct+1 – log Ct           and             � Pt+1 = log Pt+1 – log Pt 

The constant term at the end of expression (5) will drop out of the empirical model when I later 

demean the consumption real interest rate. 

What does equation (4) tell us? It says that the expected changes in consumption are a function 

of the expected consumption-based real interest rate10, which, as it is said above, reflects both 

the interest rate and the change in the relative price of non-traded goods: 

1. A decrease in the real interest rate, r, makes current consumption less expensive in terms of 

future consumption and induces substitution toward current consumption with elasticity �; 

2. The relative price of non-traded goods, which basically is an exchange rate, plays a crucial 

role through the net impact of an intra-temporal and an inter-temporal effect.  

2.1. A change in this exchange rate induces an inter-temporal substitution effect on 

consumption. If the price of traded goods is temporarily low but expected to decline, 

then the future repayment of a loan in traded goods has a higher cost in terms of the 

consumption bundle than in terms of traded goods alone; the consumption-based 

interest rate r*, rising above the interest rate r, lowers the current total consumption 

expenditure by elasticity � (1 – �). 

2.2. Changing the relative price of non-traded goods causes also an intra-temporal 

substitution. Again if the price of traded goods is temporarily low relative to non-

traded goods, households will substitute toward traded goods by the intra-temporal 

elasticity (which is 1 under our Cobb-Douglas assumption). The result is an increase in 

total current consumption expenditure by elasticity (1-�). This intra-temporal effect 

will dominate the inter-temporal effect if the inter-temporal elasticity is smaller than 

unity11 (� < 1) (Bergin & Sheffrin, 2000). 

Now, combining the intertemporal budget constraint (2) with (4), I reach the solution of the 

maximization problem (1): 

                                                 
10 Following Bergin and Sheffrin (2000) I will use the real exchange rate as proxy for Pt 
11 This is what I will assume in my analysis. I will estimate the model giving three values (0.1, 0.25 and 0.5) to �. 
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� ��?������� ��� ��?�@A�� %�B���                                         (6) 

where:  

• NOt is the net output12 and is defined as NOt = Yt – It – Gt; 

• Rt  is the market discount factor for date t consumption such that: 

?� � �C �� % &D��D��  

• The below transversality condition is assumed to be satisfied�
EF��G���?�B�� � H 

• B0 is initial net foreign assets 

Bergin and Sheffrin (2000) consider a more tractable expression for this inter-temporal budget 

constraint by log-linearizing (6) around the steady state in which net foreign assets are 0. They 

show13 that (6) will take the form: 

�� �� 4I;:� � IJ)K � '� � �K, &�5 � ;: �� JLK % '� � �K, M����                      (7) 

where lower case letters represent the logs of upper case counterparts (except in the case of the 

world real interest rate14) and C is a constant15 smaller than unity. 

Taking expectations of (7) and combining it with (4) one obtains: 

��� � �� 4I;:�
� � $K &�
�3 � '� � �K, &�5 � ;: �� JLK % '� � �K, M N �O�3����            (8) 

When C=1 (that is when the steady state around which the linearization takes place is one 

where net foreign assets are zero), (8) simplifies into: 

��� � ��PI;:�
� � Q�&�
�3 R � ;:� � 9� N �O�3����                                 (9) 

Equation (9) plays a crucial role in the whole model as it illustrates the consumption feature of 

current account. In fact, it says that the current account is in deficit when the present discounted 

value of future net output changes (reduced by the consumption interest rate) is positive; if net 

output is expected to rise, current account (RHS) falls, ceteris paribus, as the representative 

household smoothes its consumption. In a similar fashion, the equation says that a rise in the 

consumption-based interest rate will raise the current account by making the representative 
                                                 
12 Net out-put is random and the source of uncertainty in the model. See foot note 8. 
13 See Bergin and Sheffrin (2000) for the detailed derivation. 
14 The approximation that log (1+rt) � rt is used. 
15 K� � � B � ?�B����S  where B is the steady state value of net foreign assets. 
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agent lower consumption below its smoothed level. It follows that the contemporaneous current 

account is a predictor of future increases in net output; a country will run a current account 

surplus only if it expects its net output to be falling in the future or the consumption based 

interest rate to be rising.  

In this model net output plays the role of labor income and the current account the role of 

savings. For example, if a country is experiencing a temporary productivity increase, the 

optimal response is to run a current account surplus. This will insure that planned consumption 

will be smoothed in the economy (Sheffrin and Woo 1990). 

5 THE ECONOMETRIC METHOD 

5.1 A Framework for testing the model 

The methodology that here I present to test relationship (9) was developed by Campbell (1987) 

and Campbell and Schiller (1987) for the permanent income hypothesis. 

5.1.1 Granger-causality 

A weak implication of equation (9) is that current account CA* should Granger-cause �no and 

r*. In practice this yields that CA* should have some incremental explanatory power for the 

future values of �no and r*. The intuition behind this result is that CA* is an optimal forecast 

for the weighted sum of the future values of the difference between �no and �r*, conditional 

upon the agent’s total information set. It is worth noting that Granger-causality does not 

necessarily mean that a cause-effect relationship is established but solely suggests that changes 

in CA are former to changes in �no. 

5.1.2 R-test 

While the formal restrictions in (4) look complicated, they actually reduce to a very simple 

relationship. Sheffrin and Woo (1990) show that testing (4) is equivalent to testing                    

the hypothesis that E(Rt | It-1)=0, where: 

Rt � CA*
t – (�not

 – �r*
t) – (1+r) CA*

t-1 

and where It-1 is any information available at t-1 

This states that the difference between the forecast and the actual current account is 

unpredictable, given the relevant information set. I test this assumption constructing Rt first and 

running appropriate regressions16 with lagged values of the stationary series �no, CA* and r*, 

then. The null hypothesis is that the estimated coefficients associated to the independent 

variables are all zero. This test is known in the ICA literature as “R-Test”. 

                                                 
16 I choose the number of lags according to the order of VAR which best fits the data and I use for the model. 
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5.2 Vector Auto Regressive model 

Testing equation (9) means that I want to check whether expected future values of net output 

and the consumption based interest rate actually determine the current account.  

The first step, thus, is to find proxies for these two groups of variables. A simple approach 

would be to regress each variable of interest (the net output, the real interest rate and the 

exchange appreciation) on past values of itself. However Ghosh (1995) warns that this 

procedure is most likely misleading as it does not take into consideration the larger information 

set that representative household use in creating their expectations. 

A more complex, and common, procedure is to project the variables forward on the basis of 

pasta data through a Vector Auto Regressive (VAR) model where the past values enter into 

forming expectations. Campbell and Shiller (1987) proposed to consider the term in the squared 

brackets of (9) as a single variable for building expectations: this would yield a two variable 

VAR model. Bergin and Sheffrin (2000), however, chose to consider I;:�
�>;T�Q�&�
�3  as two 

different variables and estimate a three variable VAR. 

Under the null hypothesis of (9), the current account itself should incorporate all of the 

consumers’ information on future values of the linear combination of the interest rate, net 

output and real exchange rate specified in that equation17. This leads me to estimate a three-

variable VAR to represent consumers’ forecasts: 

UI;:�O3&3 V� � U
>�� >�W >�X>W� >WW >WX>X� >XW >XXV U

I;:�O3&3 V� � % U
Y�YWYXV�                            (10) 

Equivalently (10) can be written as: zt= Azt-1 + ut, where E(zt+i) = Ai zt. It is worth noting that 

this can be generalized for higher or lower orders of VAR. For example, in Sheffrin and Woo 

(1990) the third equation and variable are omitted as interest rates and exchange rates are 

considered constant. 

The data in this VAR is a subset (Ht) of the data (It), available to the economic agents and 

should simply be viewed as a statistical relationship (Sheffrin and Woo 1990).  

Expressing the restriction (9) using (10), we obtain: 

Z[� ����� ��P\� � Q\WRO�[�����                                       (11) 

where g1 = [1 0 0 ], g2 = [0 0 1] and h = [0 1 0]. 

                                                 
17 Here the crucial role is played by expectations of the shocks rather than the shocks themselves. 
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These restrictions are obtained by projecting (9) onto the information set, Ht. This yields the 

restrictions on the VAR given in (11). These restrictions insure that for any zt, the current 

account (the left-hand side) equals the opposite of the difference between the expected present 

value of declines in net output and increase in consumption real interest rate (the right-hand 

side). 

If the VAR is stationary, I can write (11) as: 

�O�3 � ]�P\� � Q\WR���O��^ � �O� �_�[����������������������������������������������`��
With some values for the parameters �, � and b and the estimated VAR parameters, I obtain a 

model prediction18 of the optimal current account variable: 

�Oa �3 � b�[�                                                         (13) 

where: b � ��P\� � Q\WR���Oc�d^ � �Oce � and Oc is the matrix of estimated parameters from the 

VAR. Bergin and Sheffrin (2000) note that kzt is not a forecast of the current account in the 

conventional sense, but rather a representation of the model’s restrictions. What is more, if the 

restrictions of the theory were consistent with the data (i.e. �Oa �3 � �O�3), then the vector k 

should equal [0 1 0]. The immediate consequence is that the model can be tested statistically by 

using the delta method to calculate a �2 statistic for the hypothesis19 that k = [0 1 0]. In other 

words, if agents have more information about future cash flows (say, a rise in G government 

spending20 at t+1) then this information should be reflected in the contemporaneous CA (a CA 

surplus at t) as the CA at t captures the consumer’s best estimate of the PV of future cash flow 

changes. 

To statistical test this, from the estimates of the VAR(1) model one can calculate: 

1
1 2( ) ( )k g g A I Aγ β β −= − − −                                    (14) 

where A is the matrix of parameters from the VAR(1)  model, I is an identity matrix, and β and 

γ are known constants. Then, given the following notation: 

1 2 1 2[1,0,0] and [0,0,1],  so [1,0,0] [0,0,1] [1,0, ]g g g g xγ γ γ= = − = − = − =  

One should post-multiply both sides of equation (14) by the matrix ( )I Aβ− : 
                                                 
18 An informal test will be the graphical comparison of this model with the actual data and the ratio of the standard 
deviations. 
19 The hypothesis is k = [0 0 1 0 0 0] when the VAR is of the second order and the derivation is shown in 
Appendix A. 
20 A rise in G means a reduction of NO, having defined NO=Y-I-G, and a negative change in NO translates to a 
positive CA according to (9). 
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1( ) ( ) ( )k I A x A I A I A x Aβ β β β β−− = − − − = −  

kI kA x Aβ β− = −  

( )kI kA x A k x Aβ β β= − − = − +  

( 1 / ) ( )kI k x Aβ− = +                                               (15) 

Then, keeping in mind that I want to test the hypothesis that the estimated k is equal to the 

theoretical k = [0 1 0], using this theoretical k in the LHS of equation (15), one gets: 

'� �f, b^ � '� �f, b � 4H�� �f � H5                                         (16) 

Similarly, inserting in the RHS of the equation (15) the values for x and k, I would obtain: 

�	 % b� � P�� H� �QR % PH� �� HR � � P�� �� �QR                                  (17) 

Multiplying equation (17) times the A matrix one gets: 

�	 % b�O � P�� �� �QR�g>�� >�W >�X>W� >WW >WX>X� >XW >XXh �� 
P>�� % >W� � Q>X�� >�W % >WW � Q>XW� >�X % >WX � Q>XXR                (18) 

So the hypothesis to be tested is (16)=(18), that is: 

11 21 31 12 22 32 13 23 33[0, 1/ ,0] [ , , ]a a a a a a a a aβ γ γ γ− = + − + − + −  

In statistical terms, this means that I must set three restrictions to the parameters of the VAR(1) 

model. 

6 THE DATA 

6.1 General characteristics 

Source: Following the previous papers on the inter-temporal approach, I have used the 

International Financial Statistics published by the International Monetary Fund as my primary 

source. 

Countries: EA-12. 

Period covered: 1980-2009. The period is chosen partly arbitrarily and partly is defined by the 

availability of data. It is meant to span over a large horizon so to include pre-euro years and the 

first decade of the euro experience. The upper bond is constrained by the unavailability of data 

for the real exchange rate after 2009, while the lower bond is arbitrary. However, the horizon is 
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shorter for some countries21, due to their own more limited data availability. It is also worth 

mentioning that in the aftermath of the financial crisis (2008-2009), several European countries 

started experiencing sudden stops (Gros and Alcidi 2013) as described in the introduction of 

this paper; this type of episode eludes the assumption of capital mobility and therefore the time 

period when the stops took place should not be included in the analysis. 

Periodicity: One of the first challenges is to choose between quarterly and annual data. It has 

been shown in the literature that the empirical evaluation of inter-temporal current account 

models using annual data produces misleading results (Campa and Gavilan 2011). I decided not 

to use annual observations for three reasons: firstly, there is generally larger uncertainty about 

annual estimates (Bergin and Sheffrin, 2000); secondly, there are concerns about the 

performance of the empirical method on small samples (Mercereau and Jacques, 2004); finally, 

annual observations would not allow close analysis of the before and after crisis situations. My 

main reference, Bergin and Sheffrin, used quarterly data and this is the approach I prefer to 

follow too: using quarterly seasonally adjusted data. However, as Campa and Gavilán (2011) 

noted, this would exclude Greece from the analysis as quarterly data (earlier than 2000) are not 

available for this country. In order to solve this problem and include Greece, I increased the 

frequency of the earlier-than-2000 Greek data from a low (annual) to a higher (quarterly) level. 

6.1.1 Seasonally Adjusted Time series: TRAMO-SEATS method 

Seasonality: As previously mentioned, the time series used in this study come from the 

International Financial Statistics of the IMF. Nonetheless, only some of these series are 

seasonally adjusted. In particular, while data available for France, Germany, Italy, the 

Netherlands and Spain are seasonally adjusted, the data for the remaining Austria, Belgium, 

Finland, Greece, Ireland, Luxemburg and Portugal are not. 

This has required me adjust them seasonally. Among the different methodologies available to 

this scope (X11, X11ARIMA, X12ARIMA,TRAMO-SEATS, …), I chose to use TRAMO 

(Time series Regression with ARIMA noise, Missing observations, and Outliers) and SEATS 

(Signal Extraction in ARIMA Time Series). This parametric approach, developed by the Bank 

of Spain and nowadays largely used across Europe, complies with the recommendations of the 

European Statistical SystemD (ESS). It has two phases: the first consists of a pre-adjustment 

step and the second consists of the proper seasonal adjustment. 

During the initial phase, there are adjustments for working days based on a regression model. 

Also, during this step three types of outliers are corrected (additive outlier, transitory change 

                                                 
21 1995-2009 for Greece and Luxemburg, 1997-2009 for Ireland, 1989-2009 for Portugal. 
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and level shift). During this phase different observations are made comparable with respect to 

their working day structure. Then a linear time series model is fitted to it: the goal is to describe 

the interdependency apparent on the time axle of observations by means of a mathematical 

equation. 

At this point the actual seasonal adjustment can start. The idea is to compute the adjusted 

values by taking into consideration not only the value of the trend series at time t but also 

values before it (t-i) and after it (t+i), as a weighted sum. It is important to keep in mind that the 

use of weighting coefficients are determined by the time series model chosen, therefore an 

individual seasonal adjustment formula becomes tailored for each time series that has to be 

seasonally adjustedE. 

6.1.2  Frequency conversion for Greece 

As mentioned earlier, the amount of quarterly data available for Greece is much smaller than 

for the other European countries taken into consideration in this study. While Campa and 

Gavilán (2011) prefer to exclude Greece from their research for this reason, I find it too 

interesting to include Greece in my study (as the development of its Current Account is one of 

the most interesting in these days of crisis) to drop it so easily. 

IFS provide quarterly data starting from the first quarter of 2000 for GDP, Private consumption, 

public consumption and investment. Interestingly, however, quarterly data are available for 

imports and exports already since the first quarter of 1980 (starting point of my study temporal 

horizon). 

In order to obtain quarterly data for those time series (GDP, C, G and I) whose values are 

missing during the 1980-1999 period, I chose a simple linear interpolation procedure (I 

assigned each value in the low frequency series to the last high frequency observation 

associated with the low frequency period, then I placed all intermediate points on straight lines 

connecting these points) to convert the low frequency data (annual) into higher frequency data 

(quarterly). 

It is obvious that this method does not allow me to recover the true values of the underlying 

high frequency series and, thus, the results from studying this series should be dealt with 

carefully. 

6.2 Defining the variables 

• Net output: Following Sheffrin Woo (1990) & Bergin Sheffrin (2000), I subtracted the 

sum of investment (gross fixed capital formation) and government purchases (public 
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final consumption) from GDP and deflated by GDP 2005 deflator and by national22 

population. Equation (9) uses this variable in logged and differenced form. 

• Consumption: Private final consumption (IFS). 

• Current Account: Following Bergin and Sheffrin (2000), I subtracted the log of 

consumption, adjusted for population and 2005 GDP deflator, from the log of net 

output. This method is preferred over the alternative of using the current account data 

from the balance of payments because the latter procedure requires an arbitrary 

allocation of the “errors and omissions” into the current account. 

• Consumption based real interest rate: I computed it using the world real interest rate 

and the country-specific expected exchange rate series as specified by equation (5). 

• World real interest rate: I used the anticipated world real interest rate as proxy. This is 

calculated as the difference between the one year world nominal interest rate and the 

expected inflation: 

o One year world nominal interest rate: I have found two main approaches in the 

literature. Bergin & Sheffrin (2000) follow the method of Barro and Sala I 

Martin (1990), collecting data on nominal interest rates for the G-7 economics 

(Canada, France, Germany, Italy, Japan, United Kigdom and United States): one 

same interest rate series is used for all the countries. Another possibility consists 

of using the Short-Term Interest Rate (IRS) provided by the OECD Economic 

Outlook 9123: this interest rate differs across countries for the period preceding 

the introduction of the Euro. I chose the latter approach and annualized the raw 

data obtained from OECD. 

o Expected inflation: Following Barro and Sala I Martin (1990), this is calculated 

as a forecast using an ARMA model from the Consumer Price Index 

(2005=100). I used a rolling forecast approach: always adding a new observation 

                                                 
22 Population data is from the OECD Statistics. The data was annual, therefore I increased its frequency using a 
linear-match-last method.  
23 The Outlook did not have data for Germany, Ireland and Greece for the periods 1990-1990, 1980-1989 and 
1980-1994 respectively. I partially solved the problem retrieving data from the Monthly Monetary and Financial 
Statistics: that data covered the 1980-1990 period for Germany (NB: this data does not include the Democratic 
Republic of Germany) and 1984-1989 for Ireland; no additional useful data for Greece was found. 
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and dropping the oldest one. Therefore all the forecasts24 are based on the same 

number of observations (I chose a window of 20 observations, i.e. 5 years). 

• Real exchange rate: I used as a proxy for Pt, the measure of the real effective exchange 

rate derived from IFS. In particular, I used the relative unit labor costs, indexed 2005 

and seasonally adjusted, for all countries but Greece, for which this seasonally adjusted 

indicator was not available; therefore, I had to seasonally adjust the data 

(TRAMO/SEATS) for Greece. Also, data for Portugal, Luxemburg and Greece started 

in 1984. An ex-ante expected exchange rate appreciation is computed using a rolling 

AR(1) forecast (with a 20 observations window) for all the countries. This series ends in 

2009Q4 for all the countries. 

Because I am interested in the dynamic implications of the inter-temporal model, I demeaned25 

the three series, �no, CA*, r*.  

6.3 Defining the parameters 

Previous literature shows that tests of condition (9) are contingent on values for the parameters 

� (the discount factor), � (the relative share of traded goods in consumption) and � (the inter-

temporal elasticity of substitution). 

The discount factor � is easily defined as �=1/(1+&i), where &i�is the sample mean for the real 

interest rate. 

Regarding the share of traded goods in private final consumption �, I calculated it using data 

provided by Eurostat under the input-output tables found in the national workbooks. I used data 

in NAce rev 1.1 rather than the newer NAce rev 2 because the latter has not yet been adapted 

by many countries and would have caused problems when comparing the results. I included 

agriculture, manufacturing, mining, retail and transportation in the traded sector (Nace rev 1.1 

codes 1-37, 50-52, 60) and public utilities (such as water and electricity), construction, personal 

services and banks in the non-traded sector (Nace rev 1.1 codes 40-41, 45, 55, 61-95), and so I 

simply computed the shares. 

                                                 
24 Using the correlograms of the actual observed inflation, I chose: ARMA(1,2) for Austria & Finland, 
ARMA(1,1) for Belgium & France, AR(4) Germany & Ireland & Luxemburg, ARMA(2,1) for Greece, ARMA 
(2,2) for Italy , ARMA (3,3) for the Netherlands and Portugal, AR(2) for Spain. 
25 Sheffrin and Woo (1990) remove the means from their series in order to allow for the possibility that aggregate 
positive savings can exist with trends in labor income when there is technical progress and younger generations 
are thereby born with a higher level of permanent income. This allows testing only the dynamic restrictions of the 
theory. 
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The inter-temporal elasticity � was supposed to be the most problematic to compute because 

there exist a wide range of estimates in the literature and their value depends remarkably on the 

context and the procedure according to which it is calculated26. Given this uncertainty, as 

Campa and Gavilán (2011) did, while I chose the value 0.25 as the reference value for my 

work, I also checked how the main results changed when the elasticity was 0.1 or 0.5.  

Table 1 shows for each country some descriptive statistics and the data used in the estimation 

considering � = 0.25. The first row reports the sample period used for each country.  This is the 

longest time period for which all the needed information is available and goes from 1980q1 to 

2010q1 for the majority of the countries. The exceptions are Greece, Ireland and Luxemburg. 

For Greece the data starts in 1995 because this is the first year for which I have information 

about the IRS, for Ireland quarterly data is only available starting in 1997, for Luxemburg in 

1995. For Germany the data before 1991 (year of the unification) does not include the figures 

for the German Democratic Republic. Those particularities for each country certainly could 

negatively affect the ability of the model to explain the current account fluctuations and will be 

taken into consideration when drawing the final conclusions.  

The share of traded goods (alpha) ranges from 0.27 in Ireland and 0.29 in Finland and the 

Netherlands to 0.39 in Greece, 0.38 in Italy and 0.37 in Portugal; it is interesting to note that  

the richer European countries do not tend to have a lower share than the relatively poorer 

countries, as previously noted by Campa & Gavilán (2011). The discount factor (beta) does not 

change much among the countries (the standard deviation is just 0.24%): it is comprised in the 

interval 0.9910 (Finland) and 0.9978 (Ireland), mainly because the short term interest rates are 

the same for all the countries since their joining to the Euro. However it is worth noting that the 

standard deviation of the consumption based interest rate, although still fairly low (0.54%) is 

more than double the discount factor’s one. 

On the one hand, large differences exist in the mean values of our measures of the current 

account among countries27: Portugal, for example, shows an average deficit of 0.14 while for 

Ireland I find a mean surplus of 0.25. On the other hand, the standard deviation for the change 

in net output is low. 

                                                 
26 Beaudry and van Wincoop (1996) estimate it to be around the unity while Hall (1988) concludes that it must be 
really close to zero, for example. 
27 It is fundamental to keep in mind that the averages for different countries span over different time horizons. 
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Table 1. Descriptive Statistics and key parameter values.




7 EMPIRICAL RESULTS 

7.1 Checking the stationarity assumption 

Before estimating the VAR model, it is necessary to verify that the variables that I want to use 

are stationary; those are: the change in net output, the current account, the real interest rate and 

the appreciation of the real exchange rates. 

Tests of the hypothesis are very sensitive to the methods used to handle the evident non-

stationarities of the relevant economic time series (current account). Simple detrending can lead 

to spurious rejections (Mankiw and Shapiro 1985), while first differencing of all variables is 

inappropriate in systems in which variables are cointegrated (Engle and Granger 1987). 

Statistical inference of non-stationary regressors is also highly sensitive to incidental 

parameters (West 1988). 

In general the non-stationarity hypothesis is rejected without problems for the consumption real 

interest rate and for the change in net output. I have encountered more challenges with the 

stationarity hypothesis of the current account, which is generally rejected in levels by all the 

tests that I used: Augmented Dickey-Fuller (ADF), Phillips-Perron (PP) and Kwiatkoski-

Phillips-Schimidt-Schin (KPSS)28. However it is worth noting that the KPSS null hypothesis 

(Current Account is stationary) is not rejected for France, Ireland and Italy when using the 

current account in levels. 

The unit root hypothesis is rejected for all the countries (but Finland, France and Luxemburg) 

when using demeaned values and without the constant. As expected, all the CA series are 

stationary in first differences. 

In order to accept the results of ADF tests, I have studied the error terms and checked whether 

the assumptions of the Dickey-Fuller test are satisfied. First I looked at the autocorrelations 

with regards to their significance per lag29 and then jointly, using Ljung-Box test statistics; then 

I looked at the normality of the residuals. 

The following table (Table 2) shows the details of the above mentioned stationarity tests. In 

particular it is important to underline that while the share of traded goods changes across 

countries, the intertemporal elasticity is assumed to be the same for all the countries and equal 

to 0.25. 

                                                 
28 For KPPS: the null is rejected at 1% for values of LM-Statistic higher than 0.74, at 5% for values between 0.739 
and 0.463, at 10% for values between 0.462 and 0.347. For values lower than 0.347, the null hypothesis holds. 
29 If jkj l Wm� , then the lag is statistically significant and there is no autocorrelation; this means that the process 

could be White Noise as the assumptions state. 



32 
 

 

 

In levels with C I(1) Demeaned 
without C

ADF PP KPSS ADF ADF
AUSTRIA 0.33 1980-2010
Current account 0.390 0.227 0.457* 0.00*** 0.07*
Interest rate 0.00***
Change in net output 0.00***
BELGIUM 0.31 1980-2010
Current account 0.178 0.254 0.834*** 0.00*** 0.005***
Interest rate 0.00***
Change in net output 0.00***
FINLAND 0.29 1980-2010
Current account 0.600 0.569 0.566** 0.00*** 0.192
Interest rate 0.00***
Change in net output 0.017***
FRANCE 0.34 1980-2010
Current account 0.678 0.497 0.262 0.00*** 0.299
Interest rate 0.00***
Change in net output 0.00***
GERMANY 0.35 1980-2010
Current account 0.117 0.117 0.3692* 0.00*** 0.023***
Interest rate 0.00***
Change in net output 0.00***
GREECE 0.39 1998-2010
Current account 0.310 0.006*** 0.628** 0.009*** 0.096*
Interest rate 0.00***
Change in net output 0.00***
IRELAND 0.27 1997-2010
Current account 0.761 0.543 0.131 0.00*** 0.023***
Interest rate 0.00***
Change in net output 0.00***
ITALY 0.38 1980-2010
Current account 0.263 0.399 0.286 0.00*** 0.029***
Interest rate 0.00***
Change in net output 0.00***
LUXEMBURG 0.35 1995-2010
Current account 0.6525 0.730 0.905*** 0.00*** 0.179
Interest rate 0.00***
Change in net output 0.00***
NETHERLANDS 0.29 1980-2010
Current account 0.201 0.340 1.286*** 0.00*** 0.009***
Interest rate 0.00***
Change in net output 0.00***
PORTUGAL 0.37 1980-2010
Current account 0.369 0.330 0.475** 0.00*** 0.01***
Interest rate 0.00***
Change in net output 0.008***
SPAIN 0.33 1980-2010
Current account 0.096* 0.089* 0.479** 0.00*** 0.009***
Interest rate 0.00***
Change in net output 0.00***
Notation *=10%, **=5%, ***=1%

Country Share of 
traded goods

Time range

Table 2. Stationarity check. 
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7.2 Estimating the VAR Systems 

In order to estimate the VAR I first demeaned all the variables to be included in it. The reason 

behind this choice is that the ICA model restricts the dynamic interrelation among the variables 

but not their mean values. The fact that I subtract the mean implies that the variables become 

“deviations” (from the means) and, in turn, allows me to drop the constant term present in the 

VAR. The variables that I incorporate in the VAR (after having demeaned them) are the change 

in net output, the current account and the consumption-based real interest rate. 

The first stage is then to choose an appropriate lag length30 for the VAR. The approach that I 

have adopted is to choose the most parsimonious VAR, taking into consideration the Akaike 

(AIC) and Schwarz (BIC) information criteria; when the two criteria suggested the same 

number of lag, I just picked the VAR model with that number of lags but when the two criteria 

advised different number of lags I chose the VAR model with least number of lags (i.e., the 

most parsimonious). I then verified that the residuals of the chosen VAR models satisfied the 

WN assumptions31 using the Portmanteau test for Autocorrelations (whose null hypothesis is 

that there is no residual autocorrelations up to lag p+1, where p is the number of lags in the 

VAR) and looking at the off-diagonal elements of the covariance matrix of the residuals (in 

fact, zero co-variances show the absence of concurrent linear relationship among the series).  

7.3 Implications from the Intertemporal Current Account model: CA dynamics 

Table 3 displays the results of the R-test, the k-test and the Granger causality test (comments on 

the table results are in the following paragraph). These tests are performed taking into 

consideration the longest time period available for each country and are repeated for each of the 

three � values earlier mentioned. The table shows also the number of lags chosen per each 

country per each value of �. 

The R-test is executed as explained in paragraph 5.1.2: I work out Rt, using the computed 

demeaned values of �NO, r* and CA, and test the null hypothesis that the estimated coefficients 

associated to the independent variables are all zero, i.e. the difference between the forecast and 

the actual current account is unpredictable. The model predictions would hold if this null 

hypothesis was not rejected. 

 

                                                 
30 In the literature of intertemporal current account approach generally VAR models with few lags are used. 
Obsfeld and Rogoff (1994) use a VAR(1) for UK; Sheffrin and Woo (1990a) use VAR(2) for Belgium, Canada, 
Denmark and UK; Bergin and Sheffrin (2000) use both VAR(1) and VAR(2) models in their study of Australia, 
Canada and UK; Campa and Gavilán (2011) also used both VAR(1) and VAR(2) for their European sample. 
31 This was not the case for Finland and France. 
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Table 3. Country-by-country VAR tests. 
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The K-test of the model, as explained in paragraph 5.2, is a joint test of consumption smoothing 

CA and perfect capital mobility, and is implemented using the delta method to construct a �2 for 

the hypothesis that the vector k is equal to [0 1 0] for VAR(1) models and [0 0 0 1 0 0] for 

VAR(2) models. The model predictions would hold if the null hypothesis was not rejected. 

Finally, the Granger Causality test aims at verifying that the net output and the consumption 

based interest rate do not Granger cause the current account: the hypothesis tested is (�NO- 

�r*) NGC CA. On the other hand, I wish to test whether the CA Granger-causes the change in 

net output and consumption based interest rate, the hypothesis tested is CA NGC (�NO-�r*). 

The model would be successful if the first hypothesis held and the second was rejected. 

7.4 Predicted versus actual current account: evaluating the performance of the 
model 

In order to test the effectiveness of the model I used two approaches: one is more informal and 

consists of a graphical comparisons of the current accounts (predicted and actual) and also 

looks at the ratios of the actual and predicted current account standard deviations; the second 

approach is more formal and consists of the above mentioned R, K and Granger Causality tests. 

The informal evaluation importantly complements the use of formal statistical tests because 

formal tests might be so powerful that the merits of the model become obscured by statistical 

rejections (Huang and Lin, 1993).  

The graphs 1-12 in Appendix B show the current account variables computed from the original 

data (CA) and the prediction (PCA) generated by the version of the inter-temporal model that I 

have applied. The model does pretty well in predicting the general direction of the current 

account fluctuations but the fitted values do not pick up the turning points, lagging a little32, 

and the volatility of the predicted current account appears smaller than the variance of the 

actual current account. In spite of this small problem, the model definitely passes the graphical 

test with full marks. 

The following table (Table 4) shows the ratio of the predicted current account standard 

deviation to the actual current account standard deviation in the first row for each country, 

while on the second row it shows the simple correlation between the predicted and the actual 

current account. The table has three columns because it displays how the two statistics just 

mentioned depend on gamma. If the standard deviation and the correlation both equaled to one, 

it would mean that the series are the same and the model would be well specified. 
                                                 
32 If I plotted the actual and fitted values and the residual, we would see that the residuals moves in the same way 
as the actual series. That is, when there are big changes, the model is also doing big errors (underestimating the 
magnitude of the changes). 
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The figures in the table display some peculiarities in the magnitude of the volatilities; in fact, 

the ratio is always smaller than one implying that the volatility of the actual current account is 

larger33 than that of the predicted current account for each country. The values for the standard 

deviations vary from a maximum of 0.965 for Luxemburg with a 0.1 gamma to a minimum of 

0.849 for Portugal with a 0.1 gamma. On average across the 12 countries, the ratio of the 

standard deviations is closest to unity in the 0.5 gamma case. 

When looking at the correlation coefficients the results seem very similar to those of the 

standard deviation case. These correlation coefficients are close to one and are positive, 

implying that between the two series there is a (almost perfect) positive linear relationship.  

I conclude that the model passes also this informal test. 

 

Looking back at Table 3, the results computed from the statistical tests soundly reject the 

model. In fact, with regards to the K-test, while the inter-temporal theory suggests that with one 

lag and three variables the k-vector should be [0 1 0], the k-vector coefficient on the current 

account at date t is larger than 1 for each of the countries in the sample: while this is 

significantly different from zero (often previous literature found values close to nil) it is also 

                                                 
33 This is a common result thought the entire ICA literature. 
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Table 4. Informal test: standard deviation ratios (1st rows) and correlations (2nd rows) between PCA and CA. 
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significantly larger (almost twice as big) than the value of unity suggested by the theory. In 

addition to this, the magnitudes of net output is often significantly different from its theoretical 

values of zero while the magnitudes of the consumption based interest rates are very close to 

zero. 

The results are, to some extent, better with regards to the R-test as the model holds for Austria, 

France (only in the 0.25 gamma specification), Germany (in the 0.5 gamma specification), 

Ireland and Portugal (in the 0.1 and 0.25 gamma specifications). The model is rejected at 1% 

level for Belgium, Finland (0.1 and 0.25 gamma values), France (0.1 gamma value), Germany 

(0.1 and 0.25 gamma values), Italy, Luxemburg and Spain. In the rest of the cases the model is 

rejected at the 5 and 10% levels. Given those results, I conclude that the model does not pass 

the formal tests for the majority of the countries and specifications. 

Lastly, with regards to the Granger causality tests, the results are mixed. While my hypotheses 

are confirmed by the results from Austria, Belgium, The Netherlands and Spain, they are totally 

rejected by the results from Finland, France, Greece and Luxemburg. Ambiguous is the 

situation for Germany, Ireland, Italy and Portugal where one of the hypotheses holds and the 

other is firmly rejected. In this context is also informative to look at the estimates of the 

parameters composing the VAR companion matrix in equation (10) with their corresponding 

standard errors and t-statistics (Table 5). In line with what I expect from the theoretical model, 

a current account surplus in the present t predicts smaller changes in net output in the following 

period t+1; the estimate of CA(-1) in the �no equations is negative for all the countries with the 

exception of Spain34, Finland, France and Italy. What is more, the theory is generally confirmed 

by the estimate of CA(-1)in the r* equations: this is always positive with the exception of 

Spain, Greece and Portugal. 

As Campa and Gavilán (2011) wrote, the results of the formal tests are difficult to conciliate 

and this is the case in most of the empirical applications of intertemporal current account 

models in the literature. 

Reflecting on my results, I can think of four likely explanations for the poor performance of the 

model. Firstly, the quality of the data might not be optimal; alternatively, the problem could 

relate to a violation of one of the assumptions of the model, in particular a crucial role is played 

by the assumption of perfect capital mobility. Another possibility is that a series of events, such 

as balance of payment crisis and BoP policy experiments took place during the sampled period 

and have, thus, altered the assumed decision making processes that I had aimed to study. 

                                                 
34 I find, however, that the coefficient is negative in its first lag when using a VAR(2). 
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Finally, it is possible that another econometric approach could be better than the VAR in the 

application of the intertemporal approach to the current account.  

With regards to the quality of the data, my main concerns are the unknown exact magnitude of 

some parameters (like the one of the elasticity of substitution), the difficulties in rejecting the 

non-stationarity hypothesis for the current accounts and the relative arbitrage in choosing the 

forecast window for the change in inflation and for the interest rate forecasts.  What is more, in 

some cases, I had to include data from different sources in order to complete the dataset (this is 

the case for the short term interest rate in Germany, for example) or had to modify the 

frequency of some time series (for example, the population data). 

The model assumes that agents can go to the international financial system to finance any 

current account deficit; although the time frame that I test fully fit in the aftermath of the 

Bretton Woods Era and thus is characterized by the general absence of capital control, some 

sudden stop episodes occurred around the European Exchange Rate Mechanism (ERM) crisis 

(1992-1993) and might have sizably affected the development of the current accounts: in these 

circumstances, deficits in the current account did anticipate a fall in output and a raise in the 

interest rates rather than a raise in output and fall in the interest rate (as would be expected from 

the ICA theory). It is worth remembering that the k test is a joint test of consumption smoothing 

and perfect capital mobility, so that it is not clear which of the two assumptions is actually 

rejected. 

In the third place, when considering the results, it is necessary to take into consideration the 

fact that national governments have often tried to control the current account applying lots of 

different policies (see for example various forms of price rationing of imports by means of 

surcharges and huge devaluations), especially during the ERM crisis, and this might have 

biased agents’ behaviors. 

Finally, one could argue that the expectations about the current accounts development of each 

individual country are not only affected by national economic information but also by the 

pieces of information about other countries’ economic dynamics and thus, a VAR model as I 

have applied would overlook this insight. I explore the possibility of testing the robustness of 

the VAR models in the next paragraph. 

7.5 Robustness check: SURE Approach 

It is reasonable to assume that while the agents in each country act on their own and 

independently from what happens abroad, there could be some relationships among the 

variables (unexplained exogenous shocks to productivity and budget deficit, for example) that 

affect national agents’ decision making processes. In statistical terms, this translates in a system 
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where each equation is a valid linear regression on its own (and can be estimated separately) 

but the error terms of the equations are related. This hypothesis suggests testing the 

intertemporal current account approach using seemingly unrelated regression equations 

(SURE) and estimating all the equations at once.  

If the error terms are uncorrelated between the equations, SURE is equivalent to Ordinary Least 

Squares (OLS) method and, given that I used OLS for the VAR estimation, the results would be 

the same as those that I obtained from the VAR. 

I built a system35 with 36 equations (three per country, as they were for each VAR model I 

estimated earlier) and estimated three coefficients per equations (I chose to use only one lag). 

The system has the following general form: 

n � �� % o 
Where y is a column vector with 36 entries, C is a 36x36 coefficient matrix, X and � are column 

vectors with 36 entries: 
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In Appendix C the complete system is reported. 

A simple comparison (Table 5, SUR/VAR-1 column) of the magnitude, standard deviation and 

t-statistics of the coefficients estimated through the SURE and the VAR shows important 

differences among the estimates of the two methods, suggesting that there is some relation 

among the error terms across the (formerly) different sets of the VAR equations.  

Given this result, I estimated another SURE system, this time with 12 equations36:  
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35 I test this system with the assumption that �=0.25 
36 This time y is a column vector with 12 entries, C is a 12x36 coefficient matrix, X and � are column vectors with 
36 entries. 



40 
 

 

value st dev t-statistics value st dev t-statistics Y f(x) Country value st dev
1 -0.21582 0.09407 -2.29414 -0.312575 0.075675 -4.130476 no(-1) �������� 
�������

2 -0.059375 0.0459 -1.29369 -0.047329 0.036903 -1.282507 ca(-1) 
������� 
�������

3 -0.027744 0.05589 -0.49642 0.004133 0.044518 0.092838 rstar(-1) 
������ 
������

4 -0.036723 0.08651 -0.42447 -0.077563 0.077092 -1.0061 no(-1) ������� 
������

5 0.906738 0.04221 21.4829 0.934359 0.038431 24.31261 ca(-1) �������� 
�������

6 0.022973 0.0514 0.44698 0.010242 0.046011 0.222604 rstar(-1) 
������ 
�������

7 0.072745 0.15531 0.46839 0.139169 0.123394 1.127841 no(-1) ������� 
������

8 0.112837 0.07577 1.48919 0.09728 0.061941 1.570524 ca(-1) 
����� 
�������

9 -0.001814 0.09227 -0.01966 -0.034434 0.074549 -0.461903 rstar(-1) ������� 
�������

10 -0.640356 0.07342 -8.72233 -0.665347 0.05226 -12.73143 no(-1) ������� 
������

11 -0.016876 0.07341 -0.22988 -0.026973 0.052631 -0.512496 ca(-1) �������� 
�������

12 -0.017557 0.06408 -0.27397 0.00516 0.04493 0.114854 rstar(-1) 
������ 
�������

13 -0.008679 0.03397 -0.25547 -0.023149 0.028676 -0.807282 no(-1) ������� 
�������

14 0.915991 0.03397 26.964 0.911839 0.029393 31.02274 ca(-1) 
������� 
������

15 -0.000265 0.02965 -0.00893 0.000339 0.025156 0.013462 rstar(-1) 
������ 
������

16 -0.079535 0.10511 -0.75666 -0.084572 0.071765 -1.178462 no(-1) �������� 
������

17 0.239138 0.10511 2.27513 0.202127 0.078066 2.589168 ca(-1) 
����� 
������

18 0.171725 0.09175 1.87162 0.224078 0.065893 3.400608 rstar(-1) �������� 
�������

19 0.32605 0.09004 3.62123 0.30564 0.074033 4.128452 no(-1) 
������ 
����

20 -0.015677 0.03814 -0.41108 -0.024165 0.031801 -0.759881 ca(-1) ������� 
������

21 -0.014187 0.03343 -0.42438 -0.00998 0.027551 -0.362225 rstar(-1) 
������� 
������

22 0.062962 0.08617 0.73069 0.024808 0.073945 0.335495 no(-1) 
������� 
������

23 0.910496 0.0365 24.9471 0.880896 0.031826 27.67847 ca(-1) 
������� 
�������

24 0.029235 0.03199 0.91381 0.035344 0.027818 1.270534 rstar(-1) �������� 
�������

25 0.282627 0.23807 1.18715 0.019054 0.171046 0.111395 no(-1) 
������� 
�������

26 0.09965 0.10084 0.98823 0.124046 0.075127 1.651148 ca(-1) ������� 
�������

27 0.30454 0.08839 3.44542 0.233012 0.066951 3.480354 rstar(-1) 
������ 
�������

28 -0.339335 0.08798 -3.8568 -0.261974 0.074873 -3.498916 no(-1) 
������ 
�������

29 0.012009 0.03029 0.39651 -0.018729 0.02609 -0.717871 ca(-1) 
������� 
�������

30 -0.015007 0.02816 -0.53289 -0.01754 0.023919 -0.733294 rstar(-1) ������� 
������

31 -0.351964 0.10987 -3.20335 -0.268995 0.09362 -2.873249 no(-1) 
������ 
�����

32 0.940546 0.03782 24.8675 0.93486 0.032787 28.51299 ca(-1) 
������� 
�������

33 -0.041352 0.03517 -1.17585 -0.050158 0.029953 -1.674562 rstar(-1) �������� 
�������

34 -0.641644 0.28047 -2.28777 -0.390029 0.232322 -1.678829 no(-1) 
������� 
�����

35 -0.05065 0.09655 -0.52462 -0.040404 0.082129 -0.49196 ca(-1) 
������� 
�������

36 0.207567 0.08977 2.31224 0.205667 0.07493 2.744808 rstar(-1) 
������� 
�������

37 -0.264312 0.09068 -2.91468 -0.270605 0.065744 -4.116061 no(-1) �������� 
������

38 0.035142 0.03179 1.10533 0.016776 0.023331 0.719066 ca(-1) 
������� 
�������

39 0.053381 0.03717 1.4363 0.039355 0.026269 1.498133 rstar(-1) 
������ 
������

40 0.020645 0.06727 0.30691 0.029379 0.057395 0.511873 no(-1) �������� 
������

41 0.970361 0.02358 41.1446 0.951588 0.020776 45.80158 ca(-1) 
������� 
�������

42 -0.014864 0.02757 -0.53917 -0.013457 0.023533 -0.571841 rstar(-1) 
������� 
�������

43 -0.072655 0.21589 -0.33654 -0.291691 0.184284 -1.582836 no(-1) ������� 
������

44 0.065336 0.07569 0.86321 0.08665 0.066056 1.311767 ca(-1) �������� 
������

45 0.304954 0.08848 3.44664 0.30773 0.075623 4.06925 rstar(-1) �������� 
�������

46 0.290852 0.08658 3.35928 0.15179 0.065428 2.319957 no(-1) 
������ 
�������

47 0.009684 0.02225 0.43528 -0.009605 0.0174 -0.552019 ca(-1) 
������� 
������

48 -0.024137 0.01856 -1.30017 -0.039855 0.013918 -2.863582 rstar(-1) �������� 
�������

49 0.336438 0.10001 3.36401 0.278686 0.085242 3.269354 no(-1) 
������ 
�����

50 0.953219 0.0257 37.0922 0.958173 0.02263 42.34083 ca(-1) ������� 
�������

51 0.009227 0.02144 0.4303 -0.008736 0.018107 -0.482435 rstar(-1) 
������ 
�������

52 0.227056 0.42368 0.53591 0.240332 0.380836 0.631064 no(-1) ������ 
�������

53 0.025074 0.10887 0.23031 0.03865 0.099278 0.389305 ca(-1) ������� 
�������

54 0.228554 0.09084 2.51593 0.156497 0.081603 1.917795 rstar(-1) 
������ 
�������
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Table 5. Comparison between VAR(1) and SUR with 36 equations. 
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Highlighted figures display considerable differences in the size of the coefficients. 

value st dev t-statistics value st dev t-statistics Y f(x) Country value st dev
55 -0.039431 0.09926 -0.39724 -0.060634 0.078119 -0.776166 no(-1) ������ 
�������

56 0.020215 0.04033 0.50123 -0.010972 0.032575 -0.336817 ca(-1) 
����� 
�������

57 -0.010874 0.02638 -0.41226 -0.002517 0.020547 -0.122475 rstar(-1) 
������ 
�������

58 -0.128661 0.10062 -1.27871 -0.14236 0.081388 -1.749155 no(-1) ������� 
�������

59 0.935028 0.04088 22.8718 0.933971 0.034052 27.42811 ca(-1) 
������� 
������

60 -0.004602 0.02674 -0.17214 -0.00029 0.021495 -0.013507 rstar(-1) 
������� 
�������

61 -0.245319 0.33648 -0.72907 -0.183087 0.300846 -0.608573 no(-1) 
������� 
������

62 0.13189 0.13671 0.96472 0.049668 0.123912 0.400828 ca(-1) 
������� 
�������

63 0.293947 0.08941 3.28768 0.313283 0.079821 3.924806 rstar(-1) ������� 
������

64 -0.051198 0.09139 -0.5602 -0.101555 0.07943 -1.278543 no(-1) ������� 
������

65 -0.064074 0.03398 -1.88538 -0.044632 0.029993 -1.488074 ca(-1) 
������� 
������

66 -0.051648 0.03556 -1.45245 -0.045944 0.031246 -1.470397 rstar(-1) 
������� 
�������

67 -0.069745 0.09462 -0.73712 -0.081975 0.078915 -1.038771 no(-1) ������� 
�������

68 0.914659 0.03518 25.9963 0.910222 0.030172 30.16784 ca(-1) 
������� 
�������

69 -0.049909 0.03681 -1.3557 -0.056451 0.03114 -1.812833 rstar(-1) ������� 
�������

70 -0.041954 0.22294 -0.18819 -0.16616 0.140103 -1.185985 no(-1) �������� 
�����

71 0.173466 0.0829 2.0925 0.219616 0.056449 3.890496 ca(-1) �������� 
������

72 0.348912 0.08674 4.02248 0.314156 0.059116 5.314249 rstar(-1) 
������� 
������

73 -0.019291 0.12641 -0.15261 -0.02402 0.110629 -0.217122 no(-1) ������� 
�������

74 -0.25531 0.07303 -3.49591 -0.290423 0.06437 -4.511758 ca(-1) ������� 
�������

75 0.274678 0.18147 1.5136 0.198384 0.158758 1.249595 rstar(-1) 
���� 
�������

76 0.329595 0.14651 2.24962 0.290942 0.132276 2.199507 no(-1) 
����� 
������

77 0.689595 0.08464 8.14705 0.647305 0.076714 8.437878 ca(-1) 
������� 
�������

78 0.342159 0.21033 1.62678 0.251263 0.189791 1.323891 rstar(-1) 
������� 
������

79 -0.082572 0.09204 -0.89711 -0.021312 0.079905 -0.266716 no(-1) 
����� 
�������

80 -0.012681 0.05317 -0.23847 -0.016626 0.047108 -0.352931 ca(-1) �������� 
�������

81 0.212615 0.13213 1.6091 0.175165 0.114931 1.524085 rstar(-1) 
������ 
������

82 -0.171089 0.14725 -1.16187 -0.267303 0.12676 -2.108742 no(-1) �������� 
�������

83 -0.012257 0.05969 -0.20534 -0.021951 0.051491 -0.426319 ca(-1) ������� 
������

84 -0.102661 0.0466 -2.2028 -0.097938 0.040363 -2.426431 rstar(-1) 
������� 
�������

85 -0.116628 0.13284 -0.87796 -0.047411 0.107447 -0.44125 no(-1) 
������� 
�������

86 0.890906 0.05385 16.5447 0.919168 0.044467 20.67072 ca(-1) ������� 
������

87 -0.098775 0.04204 -2.34937 -0.0843 0.034875 -2.417175 rstar(-1) 
������� 
������

88 -0.489266 0.46496 -1.05228 -0.360647 0.387816 -0.929945 no(-1) 
������� 
�������

89 0.061563 0.18848 0.32664 -0.033507 0.159306 -0.210332 ca(-1) 
������ 
������

90 0.195445 0.14716 1.32816 0.16354 0.124803 1.310388 rstar(-1) 
������� 
�������

91 -0.095146 0.1391 -0.68401 -0.018742 0.113195 -0.16557 no(-1) 
������� 
�������

92 -0.008196 0.05314 -0.15424 -0.006849 0.045435 -0.150734 ca(-1) 
������� 
�������

93 0.004224 0.31599 0.01337 0.423648 0.256635 1.650783 rstar(-1) �������� 
������

94 0.514078 0.08752 5.87362 -0.054502 0.09465 -0.575823 no(-1) 
������� �������

95 0.936073 0.03343 27.9981 0.93021 0.037971 24.49788 ca(-1) 
������� ��������

96 0.423905 0.19883 2.13205 0.582023 0.214297 2.715967 rstar(-1) ������� ����

97 -0.060356 0.05783 -1.04378 0.00798 0.046074 0.173195 no(-1) 
������� 
�������

98 0.018892 0.02209 0.85529 0.01358 0.018432 0.736738 ca(-1) 
������� 
������

99 0.266251 0.13136 2.02688 0.322124 0.104223 3.090721 rstar(-1) �������� 
�������

100 -0.244742 0.10784 -2.26959 -0.273989 0.086617 -3.163204 no(-1) �������� 
������

101 -0.06444 0.11133 -0.57883 -0.034378 0.087638 -0.39227 ca(-1) 
������� 
�������

102 0.032657 0.09418 0.34674 0.014638 0.073944 0.197964 rstar(-1) 
����� 
������

103 -0.050379 0.06129 -0.822 -0.01985 0.054292 -0.365604 no(-1) 
������� 
�������

104 0.85679 0.06327 13.5412 0.876279 0.056027 15.64025 ca(-1) ������ 
�������

105 0.02057 0.05353 0.38428 0.022908 0.047284 0.484491 rstar(-1) �������� 
�������

106 -0.025219 0.12479 -0.2021 -0.033721 0.110732 -0.304528 no(-1) ������ 
�������

107 -0.163424 0.12883 -1.26856 -0.124434 0.114074 -1.090819 ca(-1) 
������� 
�������

108 0.35355 0.10899 3.24393 0.346644 0.096551 3.590256 rstar(-1) 
������� 
�������
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The goal was to check whether the coefficients for the CA would differ between the SURE 

with 36 (now “SUR36”) and the one with 12 equations (“SUR12”); the idea is that if, they 

differ, there is a relation among the error terms within the different equations for the same 

country. In other words, if the coefficients of the explanatory variables in the CA equation are 

the same in the SUR12 and the SUR36, then the error terms within the CA-�NO-r* equation set 

would be uncorrelated and there would be no gain in estimating the system jointly. 

Table 6 shows the results of SURE systems and compare the sizes of the coefficients. The 

highlighted figures in the table indicate remarkable differences in coefficient sizes and standard 

deviations: while standard deviations from the SUR36 are always smaller (12% on average) 

than those from the VAR- with the exception of Luxemburg-, the size of the coefficients varies 

a lot (for example, the magnitude of the r*(-1) coefficient in the equation for the variation of 

net output in Luxemburg estimated for the SUR is almost 100 times bigger than the one 

estimated from the VAR). Then, a look at the t-statistics suggests that in a few cases (they are 

marked with bold) there is a difference in the significance of the variables between the two 

approaches. When we look at the table 6, we notice that the standard deviations and the size of 

the coefficients estimated by the SUR36 are always smaller (on average, respectively 7% and 

11%) than those estimated from SUR12. I then conclude that the error terms are related both at 

the inter-equation-sets and intra-equation-sets levels.  

This result can be interpreted as the proof that the shocks to national flows are not purely 

idiosyncratic but that the dynamic behavior of a country’s domestic product can be closely 

correlated to the corresponding behavior of those aggregates in the rest of the EA-12; it appears 

important not only to model shocks to domestic output but also shocks arising in the country’s 

EA-12 neighbors (or even in larger contexts, like the European Economic Area or the entire 

world). 

This result is fairly interesting as it implies that the findings obtained from the VAR models 

shall be treated with some caution as they do not take into consideration the fact that the error 

terms across the different VAR models are related. 

 

 

 



 
Note that the Average for SUR36/SUR12 and SUR12/VAR do not take into consideration the outliers

value st dev t-statistics value st dev t-statistics value st dev t-statistics Y f(x) Country value st dev value st dev value st dev
1 -0.036723 0.08651 -0.42447 -0.077563 0.07709 -1.0061 -0.067329 0.081938 -0.821699 no(-1) ���� 
���� ���� 
���� ���� 
����

2 0.906738 0.04221 21.4829 0.934359 0.038431 24.31261 0.901277 0.040336 22.34433 ca(-1) ���� 
���� ���� 
���� 
���� 
����

3 0.022973 0.0514 0.44698 0.010242 0.046011 0.222604 0.029347 0.048822 0.601108 rstar(-1) 
���� 
���� 
���� 
���� ���� 
����

4 -0.008679 0.03397 -0.25547 -0.023149 0.028676 -0.807282 -0.023542 0.031261 -0.753067 no(-1) ��� 
���� 
���� 
���� ��� 
����

5 0.915991 0.03397 26.964 0.911839 0.029393 31.02274 0.905499 0.031844 28.43562 ca(-1) ���� 
���� ���� 
���� 
���� 
����

6 -0.000265 0.02965 -0.00893 0.000339 0.025156 0.013462 -0.017943 0.027398 -0.654888 rstar(-1) 
���� 
���� 
���� 
���� ���� 
����

7 0.062962 0.08617 0.73069 0.024808 0.073945 0.335495 0.012649 0.079029 0.16005 no(-1) 
���� 
���� ���� 
���� 
���� 
����

8 0.910496 0.0365 24.9471 0.880896 0.031826 27.67847 0.891804 0.033862 26.33676 ca(-1) 
���� 
���� 
���� 
���� 
���� 
���

9 0.029235 0.03199 0.91381 0.035344 0.027818 1.270534 0.038175 0.029582 1.290472 rstar(-1) ���� 
���� 
��� 
���� ���� 
����

10 -0.351964 0.10987 -3.20335 -0.268995 0.09362 -2.873249 -0.283716 0.104263 -2.721143 no(-1) 
���� 
���� 
���� 
���� 
���� 
����

11 0.940546 0.03782 24.8675 0.93486 0.032787 28.51299 0.923655 0.036052 25.6198 ca(-1) 
���� 
���� ���� 
���� 
���� 
����

12 -0.041352 0.03517 -1.17585 -0.050158 0.029953 -1.674562 -0.045105 0.033383 -1.351152 rstar(-1) ���� 
���� ���� 
���� ���� 
����

13 0.020645 0.06727 0.30691 0.029379 0.057395 0.511873 0.038246 0.061546 0.621425 no(-1) ���� 
���� 
���� 
��� ���� 
����

14 0.970361 0.02358 41.1446 0.951588 0.020776 45.80158 0.95987 0.021938 43.75371 ca(-1) 
���� 
���� 
���� 
���� 
���� 
���

15 -0.014864 0.02757 -0.53917 -0.013457 0.023533 -0.571841 -0.01402 0.025209 -0.556171 rstar(-1) 
���� 
���� 
���� 
��� 
���� 
����

16 0.336438 0.10001 3.36401 0.278686 0.085242 3.269354 0.332142 0.093114 3.567032 no(-1) 
��� 
���� 
���� 
���� 
���� 
���

17 0.953219 0.0257 37.0922 0.958173 0.02263 42.34083 0.946754 0.024086 39.30675 ca(-1) ���� 
���� ���� 
���� 
���� 
����

18 0.009227 0.02144 0.4303 -0.008736 0.018107 -0.482435 0.0000949 0.019914 0.004764 rstar(-1) 
���� 
���� 
����� 
���� 
���� 
���

19 -0.128661 0.10062 -1.27871 -0.14236 0.081388 -1.749155 -0.130133 0.094842 -1.372095 no(-1) ���� 
���� ���� 
���� ���� 
����

20 0.935028 0.04088 22.8718 0.933971 0.034052 27.42811 0.912293 0.038861 23.47588 ca(-1) ���� 
��� ���� 
���� 
���� 
����

21 -0.004602 0.02674 -0.17214 -0.00029 0.021495 -0.013507 0.005555 0.025142 0.220949 rstar(-1) 
���� 
���� 
���� 
���� 
���� 
����

22 -0.069745 0.09462 -0.73712 -0.081975 0.078915 -1.038771 -0.087178 0.087441 -0.996993 no(-1) ���� 
��� 
���� 
���� ���� 
����

23 0.914659 0.03518 25.9963 0.910222 0.030172 30.16784 0.907474 0.032779 27.68439 ca(-1) ���� 
���� ���� 
���� 
���� 
���

24 -0.049909 0.03681 -1.3557 -0.056451 0.03114 -1.812833 -0.063493 0.034165 -1.858417 rstar(-1) ���� 
���� 
���� 
���� ��� 
���

25 0.329595 0.14651 2.24962 0.290942 0.132276 2.199507 0.324559 0.139741 2.322579 no(-1) 
���� 
���� 
���� 
���� 
���� 
����

26 0.689595 0.08464 8.14705 0.647305 0.076714 8.437878 0.65034 0.080945 8.03433 ca(-1) 
���� 
���� ���� 
���� 
���� 
����

27 0.342159 0.21033 1.62678 0.251263 0.189791 1.323891 0.306969 0.20059 1.530334 rstar(-1) 
��� 
���� 
���� 
���� 
���� 
����

28 -0.116628 0.13284 -0.87796 -0.047411 0.107447 -0.44125 -0.077174 0.115579 -0.667722 no(-1) 
���� 
���� 
���� 
��� 
���� 
����

29 0.890906 0.05385 16.5447 0.919168 0.044467 20.67072 0.890916 0.047647 18.69811 ca(-1) ���� 
��� ���� 
��� ���� 
����

30 -0.098775 0.04204 -2.34937 -0.0843 0.034875 -2.417175 -0.089332 0.03729 -2.395578 rstar(-1) 
���� 
��� 
���� 
���� 
���� 
����

31 0.514078 0.08752 5.87362 -0.054502 0.09465 -0.575823 -0.079284 0.099468 -0.797078 no(-1) 
���� ���� 
���� 
���� 
���� ����

32 0.936073 0.03343 27.9981 0.93021 0.037971 24.49788 0.922706 0.039422 23.40572 ca(-1) 
���� ���� ���� 
���� 
���� ����

33 0.423905 0.19883 2.13205 0.582023 0.214297 2.715967 0.580883 0.224439 2.588153 rstar(-1) ��� ���� ���� 
���� ��� ����

34 -0.050379 0.06129 -0.822 -0.01985 0.054292 -0.365604 -0.032785 0.058361 -0.561769 no(-1) 
���� 
���� 
���� 
��� 
���� 
����

35 0.85679 0.06327 13.5412 0.876279 0.056027 15.64025 0.859143 0.060215 14.26784 ca(-1) ���� 
���� ���� 
��� ���� 
����

36 0.02057 0.05353 0.38428 0.022908 0.047284 0.484491 0.031705 0.050935 0.622466 rstar(-1) ���� 
���� 
���� 
��� ���� 
����

'29 
���� 
���� 
���� 
�� ����� 
���

CA LU

CA PO

CA NL

CA EL

CA IE

CA FI

CA FR

CA IT

CA ES

C VAR(1) SUR 36eq SUR 12 eq Variables

CA AT

CA BE

CA DE

(SUR36/VAR)-1 (SUR36/SUR12)-1 (SUR12/VAR)-1

Table 6. Comparing VAR and SUR systems 



7.6 VAR approach to the EA-12 at the aggregate level 

Building on the SURE findings and their hints to consider the shocks at the EA-12 level, I have 

also tried applying the VAR model to aggregate variables, i.e. treating the 12 European 

countries as if they were only one country. 

For this purpose I used data from Eurostat. In particular:  

• For the one year world interest rate I used the IRS for EU1537 published by the OECD.  

• For the inflation I chose the Harmonised Index of Consumer Prices (HICP) published 

by Eurostat. The original data was monthly, so it was necessary to aggregate it to 

quarterly frequency38. I chose a 4 years window39 to elaborate the forecasts.  

• For the exchange rate my source was Eurostat. The data for the exchange rate based on 

CPI starts in 1980 while the one based on labor costs in 1990. I chose a 4yrs window for 

the Real Effective Exchange Rate (deflator: unit labour costs in the total economy - 12 

trading partners). 

• Alpha: for the share of traded good I used the symmetric input-output table 

“SIOT_ea_tot” for 2007 which deals with EU15 (33.92%). My Sample is EU12 though. 

I tried computing a weighted average of the Alphas for the 12 countries I had, and I got 

a very similar result 34.42%. The reasons for the difference are to be found first in the 

fact that the siot_ea_tot includes three extra countries (Slovenia, Cyprus and Malta) and 

secondly that the data is for 2007 while my alphas were from 2005 (Austria, Belgium, 

Greece, Ireland, Italy, Portugal and Spain) and 2007 (Finland, France, Germany, 

Luxemburg and Netherlands). 

• Beta: discount factor is simply 1/(1+r) where r is the average of the world real interest 

rate in the sample (1996-2007).  

• Gamma is assumed to be 0.25. 

I first checked the unit root assumption and found that it is rejected for the demeaned current 

account, and the Ljung Box null hypothesis for the residuals of the ADF equation held (the lags 

were jointly significant). 

                                                 
37 No interest rate was available for EA12 and the additional three countries are so small that their contribution to 
the interest rate can be ignored for the purpose of my study, I assume. 
38 I used the average for the periods. 
39 In the country by country case, I had selected a five years window because the data were richer in observations. 
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I then chose an appropriate number of lags for the VAR model. In particular, VAR (1) model 

was preferred to VAR(2) model because both BIC and AIC information criteria in VAR(1) 

were smaller than in VAR(2) and the Portmanteau test displayed that there were no residual 

autocorrelations for VAR(1). 

The most interesting part of this experiment is, probably, the informal test. The graphical 

informal test and standard deviation ratio poorly perform (Appendix D, Graph 13); on one 

hand, the graph shows that movements of the CA and PCA are very different, and on the other 

hand, the ratio of their standard deviations is fairly low (only 35.36%).  

This finding clearly hints that the CA forecast based on theory is too smooth compared to the 

actual CA and makes me conclude that the aggregate data do not fit the VAR(1). 

Given the failure of the informal test, I expected the formal test to perform even worse. 

However the R-test did not reject the null that the difference between the forecast and the actual 

current account was unpredictable given the relevant information set. Thus, this test is 

surprisingly successful (Table 7). What is more, the Granger Causality Tests rejects the null 

that CA does not Granger Cause (�NO- �r*) and confirms that (�NO- �r*) does not Granger 

Cause the Current Account. Therefore, also this test is successful. 

Finally, the K-test miserably fails like in the country-by-country VAR models. The �2 test 

rejects the model with a p-value of zero; the k-vector coefficient on the current account at date t 

is close to 2: while this is significantly different from zero, it is also significantly larger from 

the value of unity suggested by the theory. However, the magnitudes of net output and of the 

consumption based interest rates are very close to zero. This test cannot be considered a success 

but to some extent suggests that the VAR(1) model for the aggregate EU12 reflects the theory 

better than many of the VAR models that were estimated for the single countries. 

Although surprising, this result is similar to those found when applying the ICA model to the 

United States of America and Canada by Otto (1992). The conclusion that I can draw is that the 

EA-12 countries may be affected strongly by external shocks, which are not considered in the 

country-specific VAR but emerge to some extent in the SURE analysis and seem further 

confirmed by the better results obtained from the EA-12 VAR model. 
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This additional experiment confirms the recommendation to carefully consider the results of the 

country specific ICA approach. While under the informal testing procedures the aggregate data 

seemed to underperform the equivalent country-by country analysis, the formal testing 

suggested the opposite. 

8 CONCLUSIONS 

In this study I have presented an intertemporal model of the current account in the attempt to 

better understand the current account dynamics of the twelve countries (EA-12) that joined the 

Euro currency in the very beginning of the twenty-fist century. The crucial role of this analysis 

was played by the estimation of multiple systems of equations (both VAR and SUR models) 

which were meant to forecast the behavior of the representative agents. After checking the 

stationarity of the variables to include in the system of equations, I proceeded to choose the 

number of lags for the VAR system on the basis of BIC and AIC information criteria, keeping 

into consideration both the characteristics of the error terms and the parsimony of the model. In 

my view, the best representations of the data generating process were VAR(1) and VAR(2) 

systems in the case of the country by country study, VAR(1) for the aggregate EA-12 analysis 

and one lag SUR models for the robustness checks. In all of the models, each equation 

consisted of three explanatory variables (i.e. the change in net output, the current account and 

the consumption based interest rate).  

An important stage was the decision of the values to assign to the discount factor (�), the 

relative share of traded goods in consumption (�) and, above all, the elasticity of intertemporal 

substitution (�). I based my choice of these parameters on the ICA literature for � and on my 

own calculations for � and �. Using these parameters and the coefficients estimated from the 

VAR system, I worked out the k vector and the �2 Wald statistics to test for the validity of the 

model, I then tested equation (4) and the Granger causality relationships. Along with those 
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Table 7. EA12 VAR Model statistics. 
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formal tests, I estimated the standard deviation of the predicted current account and its 

correlation with the actual current account. 

The results show that the intertemporal model does not pass the formal statistical tests for the 

validity of the model in any of its specifications (nor VAR neither SUR). The informal tests on 

the country-by-country VAR, on the contrary, suggest that the predicted current account has 

mainly been able to track the direction of movements of the actual current account. However, 

the SUR and EA-12 VAR robustness checks warn on the validity of the country specific VAR 

results.  

My main suppositions about the poor performance of the model are related to possible violation 

of the perfect capital mobility during the ERM crisis, the consequences of the correlations in 

the error terms that the VAR modeling overlooks and the necessary modifications that I had to 

make to the original data. Also it is worth mentioning that there is a considerable amount of 

literature on whether consumers can actually perfectly smooth their consumption given capital 

market imperfections. 

The conclusion of this paper is that an intertemporal current account model may not explain the 

developments of the current account in the EA-12 countries over the studied period and it is not 

possible to firmly assess whether the current account imbalances have been reasonable in terms 

of the intertemporal consumption optimization theory. Nevertheless I must admit that the 

studied methodology provides a reasonable approximation to the economic time series 

analyzed and the found results informally suggest that the current account of the studied 

countries behaved as the theoretical model would predict. Correlations in the error terms among 

the set of equations seem to have relevant effects on the size of the estimated coefficients and 

this confirms the hypothesis put forward by Bergin and Sheffrin (2000) that the current account 

of relatively small open economies is affected not only by shocks to domestic output or 

government expenditure but also by external shocks to the economies of large neighbor 

countries. 

Further empirical researches should consider extensions which allow incorporating new 

exogenous shocks into the model. In the first place, the model that I have tested is very stylized 

and focuses on consumption and savings but does not take into consideration the endogenous 

movements in investments which appears in the net output equation and contribute to make the 

net output the source of uncertainty in the model; it could be interesting to take into account the 

endogenous behavior of investors and their risk aversion. Secondly, it could be attempted to 

relax the assumption of Ricardian equivalence in the intertemporal model, as government 

expenditure is another variable whose fluctuations could correlate with consumption. Although 
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some researchers have started testing those two extensions (Bussiere et al. 2004, Kraay and 

Ventura 2010) in some countries, there is still too little evidence to assess whether those less 

stylized models manage to explain current account dynamics or whether they could help gain a 

better benchmark for the EA-12. It would, finally, be interesting to see how the performance of 

model changes when including labor supply decisions or income shocks that are non-insurable. 
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APPENDICES  
Appendix A. K-Test for VAR(2). 

From the estimates of the VAR2 model one can calculate 

1
1 2( ) ( )k g g A I Aγ β β −= − − −                                             (a) 

where A is the matrix of parameters from the VAR model, I is an identity matrix, and β and γ 

are known constants. 

�� � P�� H� H� H� H� HR������W �� PH� H� H� H� �� HR 
����� � ��W � P�� H� H� H� ��� HR � � 

1( )k x A I Aβ β −= − −                                                 (b) 

Let us then post-multiply both sides of (b) by the matrix ( )I Aβ− : 

1( ) ( ) ( )k I A x A I A I A x Aβ β β β β−− = − − − = −  

kI kA x Aβ β− = −  

( )kI kA x A k x Aβ β β= − − = − +  

( 1 / ) ( )kI k x Aβ− = +                                                            (c) 

We want to test the hypothesis that the estimated k is equal to the theoretical:  

� � � PH� H� �� H� H� HR 
Let us then insert this theoretical value in the LHS of equation (c): 

�������� ����� � � #H� H� ��� � H� H� H. 
Similarly, inserting in the RHS of the equation (c) the values for x and k, we would obtain: 

�	 % b� � P�� H� H� H� �Q� HR % PH� H� �� H� H� HR � � P�� H� �� H� �Q� HR 
Multiplying the result just obtained times the A matrix we get: 

�� % ��� � P�� H� �� H� ��� HR�U��� z ���t � t��� z ���V� � P��� % �X� � ����� ��W % �XW � ���W� ��X % �XX � ���X� ���% �X�� ����� ���% �X�� ����� ���% �X�� ����R 
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So the hypothesis to be tested from equation (c) is  

#H� H� � �� � H� H� H.� �� P��� % �X� � ����� ��W % �XW � ���W� ��X % �XX � ���X� ���% �X�� ����� ���% �X�� ����� ���% �X�� ����R 
This means six restrictions to the parameters of the VAR model. 

�



Appendix B. Graphs 1-12 of Actual and Predicted Current Accounts 
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Appendix C. Full SUR system with 36 equations. 

SUR system with 36 equations and 3x36 variables is: 

dno_at=C(1)*dno_at(-1) + C(2)*ca_at(-1) + C(3)*r_at(-1) 
ca_at=C(4)*dno_at(-1) + C(5)*ca_at(-1) + C(6)*r_at(-1) 
r_at=C(7)*dno_at(-1) + C(8)*ca_at(-1) + C(9)*r_at(-1) 
dno_be=C(10)*dno_be(-1) + C(11)*ca_be(-1) + C(12)*r_be(-1) 
ca_be=C(13)*dno_be(-1) + C(14)*ca_be(-1) + C(15)*r_be(-1) 
r_be=C(16)*dno_be(-1) + C(17)*ca_be(-1) + C(18)*r_be(-1) 
dno_de=C(19)*dno_de(-1) + C(20)*ca_de(-1) + C(21)*r_de(-1) 
ca_de=C(22)*dno_de(-1) + C(23)*ca_de(-1) + C(24)*r_de(-1) 
r_de=C(25)*dno_de(-1) + C(26)*ca_de(-1) + C(27)*r_de(-1) 
dno_es=C(28)*dno_es(-1) + C(29)*ca_es(-1) + C(30)*r_es(-1) 
ca_es=C(31)*dno_es(-1) + C(32)*ca_es(-1) + C(33)*r_es(-1) 
r_es=C(34)*dno_es(-1) + C(35)*ca_es(-1) + C(36)*r_es(-1) 
dno_fi=C(37)*dno_fi(-1) + C(38)*ca_fi(-1) + C(39)*r_fi(-1) 
ca_fi=C(40)*dno_fi(-1) + C(41)*ca_fi(-1) + C(42)*r_fi(-1) 
r_fi=C(43)*dno_fi(-1) + C(44)*ca_fi(-1) + C(45)*r_fi(-1) 
dno_fr=C(46)*dno_fr(-1) + C(47)*ca_fr(-1) + C(48)*r_fr(-1) 
ca_fr=C(49)*dno_fr(-1) + C(50)*ca_fr(-1) + C(51)*r_fr(-1) 
r_fr=C(52)*dno_fr(-1) + C(53)*ca_fr(-1) + C(54)*r_fr(-1) 
dno_it=C(55)*dno_it(-1) + C(56)*ca_it(-1) + C(57)*r_it(-1) 
ca_it=C(58)*dno_it(-1) + C(59)*ca_it(-1) + C(60)*r_it(-1) 
r_it=C(61)*dno_it(-1) + C(62)*ca_it(-1) + C(63)*r_it(-1) 
dno_nl=C(64)*dno_nl(-1) + C(65)*ca_nl(-1) + C(66)*r_nl(-1) 
ca_nl=C(67)*dno_nl(-1) + C(68)*ca_nl(-1) + C(69)*r_nl(-1) 
r_nl=C(70)*dno_nl(-1) + C(71)*ca_nl(-1) + C(72)*r_nl(-1) 
dno_gr=C(73)*dno_gr(-1) + C(74)*ca_gr(-1) + C(75)*r_gr(-1) 
ca_gr=C(76)*dno_gr(-1) + C(77)*ca_gr(-1) + C(78)*r_gr(-1) 
r_gr=C(79)*dno_gr(-1) + C(80)*ca_gr(-1) + C(81)*r_gr(-1) 
dno_ie=C(82)*dno_ie(-1) + C(83)*ca_ie(-1) + C(84)*r_ie(-1) 
ca_ie=C(85)*dno_ie(-1) + C(86)*ca_ie(-1) + C(87)*r_ie(-1) 
r_ie=C(88)*dno_ie(-1) + C(89)*ca_ie(-1) + C(90)*r_ie(-1) 
dno_lu=C(91)*dno_lu(-1) + C(92)*ca_lu(-1) + C(93)*r_lu(-1) 
ca_lu=C(94)*dno_lu(-1) + C(95)*ca_lu(-1) + C(96)*r_lu(-1) 
r_lu=C(97)*dno_lu(-1) + C(98)*ca_lu(-1) + C(99)*r_lu(-1) 
dno_pt=C(100)*dno_pt(-1) + C(101)*ca_pt(-1) + C(102)*r_pt(-1) 
ca_pt=C(103)*dno_pt(-1) + C(104)*ca_pt(-1) + C(105)*r_pt(-1) 
r_pt=C(106)*dno_pt(-1) + C(107)*ca_pt(-1) + C(108)*r_pt(-1) 

Where ca stands for Current Account, dno is the change in net output and r is the consumption 

based real interest rate. 
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